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Abstract

In this paper we prove a Robinson consistency theorem for a class of many-sorted hy-
brid logics as a consequence of an Omitting Types Theorem. An important corollary
of this result is an interpolation theorem.
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1 Introduction

Robinson’s Joint Consistency Theorem [25] gives a sufficient condition in the
context of first-order logic for two theories to have a common model. This
result was originally proved by A. Robinson with the aim of providing a new
purely model-theoretic proof of the Beth definability property. Robinson’s
theorem was a historical forerunner of Craig’s celebrated interpolation theo-
rem, to which it is famously classically equivalent. In the context of classical
first-order logic, it is known since Lindström’s work [22] that in the presence of
compactness, the Robinson Consistency Property is a consequence of the Omit-
ting Types Theorem. Following in Lindström’s footsteps, we use an Omitting
Types Theorem for many-sorted hybrid-dynamic first-order logics established
in [18] to obtain a Robinson Consistency Theorem. However, our results rely
on compactness, so they apply to any star-free fragment of this logic.

In [2], Areces et al. solved the interpolation problem positively for hybrid
propositional logic, and in [3], they establish a similar result for hybrid predicate
logic with constant domains (also called here rigid domains). Our results,

1 The work presented in this paper has been partially supported by Japan Society for the
Promotion of Science, grant number 20K03718.
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although similar, do not follow from theirs. For one thing, the framework
of [3] is limited to constant domain quantification, whereas we allow variable
domains. Moreover, as usual in the area of algebraic specification, we work
in a many-sorted setting and, importantly, we consider arbitrary pushouts of
signatures (see, e.g., [26]); not only inclusions. This seemingly small change
splits one-sorted interpolation and many-sorted interpolation apart. One can
have the former but not the latter, as Example 5.13 shows. The same holds for
Robinson consistency.

Our approach is based on institution theory, an abstract framework intro-
duced in [12] for reasoning about properties of logical systems from a meta-
perspective. Institutional setting achieves generality appropriate for the devel-
opment of abstract model theory, yet it is geared towards applications, partic-
ularly applications to specification and verification of systems. However, for
the sake of simplicity, we work in a concrete example of hybrid logic, applying
the modularization principles advanced by institution theory, which have at
the core the notion of signature morphism and the satisfaction condition (the
truth is invariant w.r.t. change of notation). This brings about certain pecu-
liarities, such as regarding variables as special constants, and omnipresence of
signature morphisms, which are simply maps between signatures. For more on
institution theory, we refer the reader to [8].

The article is structured in the usual way. Section 2 introduces Hybrid
First-Order Logic (HFOL) with rigid symbols in an institutional setting, giving
the expected definitions of Kripke structures, reducts, and (local and global)
satisfaction relation. Sections 3 and 4 give some preliminary results, most
importantly the Lifting Lemma 3.7 and Proposition 4.5. The bulk of the work
is in Section 5 where, unsurprisingly, we prove Robinson Joint Consistency
Theorem for HFOL. Our proof is modelled after Lindström [22], and uses our
earlier result from [18] establishing Omitting Types Theorem for HFOL.

2 Hybrid First-Order Logic with rigid symbols (HFOL)

In this section, we present hybrid first-order logic with rigid symbols.

Signatures The signatures are of the form ∆ = (Σn,Σr,Σ):

• Σ = (S, F, P ) is a many-sorted first-order signature such that (a) S is a set
of sorts, (b) F is a set of function symbols of the form σ : ar → s, where
ar ∈ S∗ is called the arity of σ and s ∈ S is called the sort of σ, and (c) P
is a set of relation symbols of the form π : ar, where ar ∈ S∗ is called the
arity of π. 2

• Σr = (Sr, F r, P r) is a many-sorted first-order signature of rigid symbols such
that Σr ⊆ Σ.

• Σn = (Sn, F n, P n) is a single-sorted first-order signature such that Sn = {n},
F n is a set of constants called nominals, and P n is a set of unary or binary
relation symbols called modalities.

2 S∗ denotes the set of all strings with elements from S.
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We usually write ∆ = (Σn,Σr ⊆ Σ) rather than ∆ = (Σn,Σr,Σ). Throughout
this paper, we let ∆ and ∆i range over signatures of the form (Σn,Σr ⊆ Σ)
and (Σn

i ,Σ
r
i ⊆ Σi), respectively. A signature morphism χ : ∆→ ∆1 consists of

a pair of first-order signature morphisms χn : Σn → Σn
1 and χ : Σ → Σ1 such

that χ(Σr) ⊆ Σr
1.

3

Fact 2.1 HFOL signature morphisms form a category SigHFOL under the
component-wise composition as first-order signature morphisms.

Kripke structures For every signature ∆, the class of Kripke structures over
∆ consists of pairs (W,M), where

• W is a first-order structure over Σn, called a frame, with the universe |W |
consisting of a non-empty set of possible worlds, and

• M : |W | → |ModFOL(Σ)| is a mapping from the universe of W to the class
of first-order Σ-structures such that the rigid symbols are interpreted in the
same way across worlds: Mw1 ↾Σr = Mw2 ↾Σr for all w1, w2 ∈ |W |, where
Mwi

denotes the first-order Σ-structure corresponding to wi, and Mwi
↾Σr is

the reduct of Mwi
to the signature Σr.

A homomorphism h : (W,M)→ (V,N) over a signature ∆ is also a pair

(W
h→ V, {Mw

hw→ Nh(w)}w∈|W |)
consisting of first-order homomorphisms such that the mappings corresponding
to rigid sorts are shared across the worlds, that is, hw1,s = hw2,s for all possible
worlds w1, w2 ∈ |W | and all rigid sorts s ∈ Sr.

Fact 2.2 For any signature ∆, the ∆-homomorphisms form a category
ModHFOL(∆) under the component-wise composition.

Reducts Every signature morphism χ : ∆ → ∆1 induces appropriate reduc-
tions of models: every ∆1-model (V,N) is reduced to a ∆-model (V,N) ↾ χ

that interprets every symbol x in ∆ as (V,N)χ(x). When χ is an inclusion, we
usually denote (V,N) ↾χ by (V,N) ↾∆ – in this case, the model reduct simply
forgets the interpretation of those symbols in ∆1 that do not belong to ∆.

Fact 2.3 For each signature morphism χ : ∆ → ∆′ and each Kripke struc-
ture (W,M) over ∆′, the map ModHFOL from SigHFOL to Catop, defined by
ModHFOL(χ)(W,M) = (W,M)↾χ, is a functor.

Hybrid terms For any signature ∆, we make the following notational con-
ventions: (a) Se := Sr ∪ {n} the extended set of rigid sorts, where n is the
sort of nominals, (b) Sf := S \ Sr the subset of flexible sorts, (c) F f := F \ F r

the subset of flexible function symbols, (d) P f := P \ P r the subset of flex-
ible relation symbols. The rigidification of Σ with respect to F n is the sig-
nature @Σ = (@S,@F,@P ), where (a) @S := {@k s | k ∈ F n and s ∈ S},

3 A first-order signature morphism χ : (S, F, P ) → (S1, F1, P1), is a triple (χ : S → S1, χ :
F → F1, χ : P → P1) which maps each function symbol σ : s1 . . . sn → s ∈ F to χ(σ) :
χ(s1) . . . χ(sn) → χ(s) ∈ F1 and each relation symbol π : ar ∈ P to χ(π) : χ(ar) ∈ P1.
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(b) @F := {@k σ : @k ar → @k s | k ∈ F n and (σ : ar → s) ∈ F}, and
(c) @P := {@k π : @k ar | k ∈ F n and (π : ar) ∈ P}. 4 Since rigid symbols
have the same interpretation across worlds, we let @k x = x for all nominals
k ∈ F n and all rigid symbols x in Σr. The set of rigid ∆-terms is T@Σ,
while the set of open ∆-terms is TΣ. The set of hybrid ∆-terms is TΣ, where
Σ = (S, F , P ), S = S ∪@Sf, F = F ∪@F f, and P = P ∪@P f.

The interpretation of the hybrid terms in Kripke structures is uniquely
defined as follows: for any ∆-model (W,M), and any possible world w ∈ |W |,
1) Mw,σ(t) =Mw,σ(Mw,t), where (σ : ar→ s) ∈ F , and t ∈ TΣ,ar,

5

2) Mw,(@k σ)(t) = Mw′,σ(Mw,t), where (@k σ : @k ar → @k s) ∈ @F f, t ∈
TΣ,@k ar and w′ =Wk.

Sentences The simplest sentences defined over a signature ∆, usually referred
to as atomic, are given by

ρ ::= k | ϱ | t1 = t2 | ϖ(t)

where (a) k ∈ F n is a nominal, (b) (ϱ : n) ∈ P n is a unary modality, (c) ti ∈ TΣ,s

are hybrid terms, s ∈ S is a hybrid sort, (d) ϖ : ar ∈ P and t ∈ TΣ,ar. We call
hybrid equations sentences of the form t1 = t2, and hybrid relations sentences
of the form ϖ(t). The set SenHFOL(∆) of full sentences over ∆ are given by the
following grammar:

φ ::= ρ | @k φ | ¬φ | ∨Φ | ↓z ·φ′ | ∃X ·φ′′ | ⟨λ⟩φ
where (a) ρ is an atomic sentence, (b) k ∈ F n is a nominal, (c) Φ is a finite
set of sentences over ∆, (d) z is a nominal variable for ∆ and φ′ is a sentence
over the signature ∆(z) obtained from ∆ by adding z as a new constant to F n,
(e) X is a set of variables for ∆ of sorts from the extended set of rigid sorts
Se and φ′′ is a a sentence over the signature ∆(X) obtained from ∆ by adding
the variables in X as new constants to F n and F r, and (f) (λ : n n) ∈ P n is a
binary modality. Other than the first kind of sentences (atoms), we refer to the
sentence-building operators, as retrieve, negation, disjunction, store, existential
quantification and possibility, respectively. Other Boolean connectives and the
universal quantification can be defined as abbreviations of the above sentence
building operators.

Each signature morphism χ : ∆ → ∆1 induces sentence translations: any
∆-sentence φ is translated to a ∆1-sentence χ(φ) by replacing, in an inductive
manner, the symbols in ∆ with symbols from ∆1 according to χ.

Fact 2.4 SenHFOL is a functor SigHFOL → Set which maps each signature ∆
to the set of sentences over ∆.

Local satisfaction relation Given a ∆-model (W,M) and a world w ∈ |W |,
we define the satisfaction of ∆-sentences at w by structural induction as follows:
For atomic sentences:

4 @k (s1 . . . sn) := @k s1 . . .@k sn for all arities s1 . . . sn.
5 Mw,(t1,...,t2)

:= Mw,t1 , . . . ,Mw,tn for all tuples of hybrid terms (t1, . . . , tn).
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• (W,M) |=w k iff Wk = w;

• (W,M) |=w ϱ iff w ∈Wϱ;

• (W,M) |=w t1 = t2 iff Mw,t1 =Mw,t2 ;

• (W,M) |=w ϖ(t) iff Mw,t ∈Mw,ϖ.

For full sentences:

• (W,M) |=w @k φ iff (W,M) |=w′
φ, where w′ =Wk;

• (W,M) |=w ¬φ iff (W,M) ̸|=w φ;

• (W,M) |=w ∨Φ iff (W,M) |=w φ for some φ ∈ Φ;

• (W,M) |=w ↓z ·φ iff (W z←w,M) |=w φ, where (W z←w,M) is the unique
∆(z)-expansion of (W,M) that interprets the variable z as w; 6

• (W,M) |=w ∃X ·φ iff (W ′,M ′) |=w φ for some expansion (W ′,M ′) of (W,M)
to the signature ∆(X); 6

• (W,M) |=w ⟨λ⟩φ iff (W,M) |=w′
φ for some w′ ∈ |W | s.t. (w,w′) ∈Wλ.

The following satisfaction condition can be proved by induction on the struc-
ture of ∆-sentences. The proof is essentially identical to those developed for
several other variants of hybrid logic presented in the literature (see, e.g. [9]).

Proposition 2.5 (Local satisfaction condition) Let χ : ∆ → ∆1 be a sig-
nature morphism. Then (W,M) |=w χ(φ) iff (W,M) ↾ χ |=w φ, for all Kripke
structures over ∆1, all sentences φ over ∆. 7

Global satisfaction relation The global satisfaction relation is defined by

(W,M) |= φ iff for each possible world w ∈ |W | we have (W,M) |=w φ

for all signatures ∆, all Kripke ∆-structures (W,M) and all ∆-sentences φ.
The global consequence relation between sentences is defined by

φ |= ψ iff (W,M) |= φ implies (W,M) |= ψ for all Kripke structures (W,M),

for all sentences φ and ψ over the same signature. The global consequence
relation can be extended to sets of sentences in the usual way.

We adopt the terminology used in the algebraic specification literature. A
pair (∆,Φ) consisting of a signature ∆ and a set of sentences Φ over ∆ is
called a presentation. We let Φ• denote {φ ∈ Sen(∆) | Φ |= φ}, the closure
of Φ under the global consequence relation. A presentation morphism χ :
(∆,Φ) → (∆1,Φ1) consists of a signature morphism χ : ∆ → ∆1 such that
Φ1 |= χ(Φ). Any presentation (∆, T ) such that T = T • is called a theory . A
theory morphism is just a presentation morphism between theories.

Examples Fragments of HFOL have been studied extensively in the literature.
We give a few examples.

6 An expansion of (W,M) to ∆(X) is a Kripke structure (W ′,M ′) over ∆(X) that interprets
all symbols in ∆ in the same way as (W,M).
7 By the definition of reducts, (W ′,M ′) and (W ′,M ′) ↾ χ have the same possible worlds,
which means that the statement of Proposition 4.4 is well-defined.
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Example 2.6 (Rigid First-Order Hybrid Logic (RFOHL) [4]) This logic is ob-
tained from HFOL by restricting the signatures ∆ = (Σn,Σr ⊆ Σ) such that
(a) Σn has only one binary modality, (b) Σ is single-sorted, (c) the unique sort
is rigid, (d) there are no rigid function symbols except variables (regarded here
as special constants), and (e) there are no rigid relation symbols.

Example 2.7 (Hybrid First-Order Logic with user-defined Sharing (HFOLS))
This logic has the same signatures and Kripke structures as HFOL. The sen-
tences are obtained from atoms constructed with open terms only, that is, if
∆ = (Σn,Σr ⊆ Σ), all (ground) equations over ∆ are of the form t1 = t2,
where t1, t2 ∈ TΣ, and all (ground) relation over ∆ are of the form ϖ(t), where
(ϖ : ar) ∈ P and t ∈ TΣ,ar. A version of HFOLS is the underlying logic of H
system [6]. Other variants of HFOLS have been studied in [23,10,9].

Example 2.8 (Hybrid Propositional Logic (HPL)) This is the most common
form of multi-modal hybrid logic (e.g. [1]). HPL is obtained from HFOL by
restricting the signatures ∆ = (Σn,Σr ⊆ Σ) such that Σr is empty and the set
of sorts in Σ is empty. Notice that if Σ = (S, F, P ) and S = ∅ then P contains
only propositional symbols.

Reachability Let (W,M) be a Kripke structure over a signature ∆.

• A possible world w ∈ |W | is called reachable if it is the denotation of some
nominal, that is, w =Wk for some nominal k ∈ F n.

• Let w ∈ |W | be a possible world and s ∈ S a sort. An element e ∈ Mw,s is
called reachable if it is the denotation of some hybrid term, that is, w =Wk

and e =Mw,t for some nominal k ∈ F n and rigid hybrid term t ∈ T@Σ,@ks.

• (W,M) is reachable by an Se-sorted set C of nominals and rigid hybrid terms
if (a) its set of possible worlds consists of denotations of nominals in C, and
(b) its carrier sets for the rigid sorts consist of denotations of rigid hybrid
terms from C.

• (W,M) is reachable if (W,M) is reachable by nominals and rigid hybrid
terms.

The notion of reachability is connected to quantification, which is the reason
for considering a Kripke structure reachable if its elements of rigid sorts are
denotations of terms, thus disregarding elements of flexible sorts. This notion
is semantic and it makes sense also for fragments of HFOL whose sentences do
not contain rigid hybrid terms such as RFOHL, HFOLS or HPL. In institution
theory, the notion of reachability was originally defined in [24] at an abstract
level, and it played an important role in proving several proof-theoretic re-
sults [20,19,14] as well as model-theoretic properties [13,15,16,7].

3 Basic definitions and results

In this section, we establish the terminology and we state some foundational
results necessary for the present study. We start by noticing that rigid quan-
tification cannot refer to unreachable elements of flexible sorts.
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Lemma 3.1 Let (W,M) be a reachable Kripke structure over a signature ∆.
Let (W,N) be a Kripke structure obtained from (W,M) by (a) replacing un-
reachable elements of flexible sorts by some new elements, (b) preserving the
interpretation of function and relation symbols on the elements inherited from
(W,M), and (c) interpreting function symbols arbitrarily on the new argu-
ments. Then (W,M) and (W,N) are elementarily equivalent, in symbols,
(W,M) ≡ (W,N) (that is, (W,M) |= φ iff (W,N) |= φ, for all φ ∈ Sen(∆)).

The proof of the lemma above is straightforward by induction on the struc-
ture of sentences. We recall Robinson consistency property as stated in insti-
tution theory (see, for example, [21]).

Definition 3.2 Consider the following square S of signature morphisms.

∆2 ∆′

∆ ∆1

υ2

χ2

χ1

υ1

S is a Robinson square, if for every consistent theories T 1 ⊆ Sen(∆1),
T 2 ⊆ Sen(∆2) and complete theory T ⊆ Sen(∆) such that χ1, χ2 are the-
ory morphisms, it holds that υ1(T

1) ∪ υ2(T 2) is consistent.

As it was shown in [17], HFOL is compact, which means that interpolation
is equivalent to Robinson consistency property.

Proposition 3.3 The following are equivalent for a commutative square S of
signature morphisms as depicted in the diagram of Definition 3.2:

1) S is a Robinson square.

2) For every consistent theories T 1 ⊆ Sen(∆1) and T 2 ⊆ Sen(∆2) such that
χ−11 (T 1) ∪ χ−12 (T 2) is consistent, the set υ1(T

1) ∪ υ2(T 2) is consistent.

3) S is a Craig Interpolation (CI) square , that is, for every Φ1 ⊆ Sen(∆1)
and Φ2 ⊆ Sen(∆2) such that υ1(Φ

1) |= υ2(Φ
2) there exists Φ ⊆ Sen(∆) such

that Φ1 |= χ1(Φ) and χ2(Φ) |= Φ2.

The equivalence of the first two statements can be proved similarly to [21,
Proposition 6], while the equivalence of first and last statement can be shown
using ideas from [26, Corollary 3.1].

Example 3.4 Let ∆1 χ1← ∆
χ2→ ∆2 be a span of signature morphisms such that

• (a) ∆ has three nominals {k1, k2, k3}, three flexible sorts {s1, s2, s3} and three
flexible constants {c1 :→ s1, c2 :→ s2, c3 :→ s3}; (b) ∆1 has two nominals
{k, k3}, one flexible sort {s} and two flexible constants {c :→ s, c3 :→ s};
(c) ∆2 has two nominals {k, k1}, two flexible sorts {s, s2} and three flexible
constants {c1 :→ s, c2 :→ s2, c3 :→ s};

• (a) on nominals χ1(k1) = χ1(k2) = k, χ1(k3) = k3, on sorts χ1(s1) =
χ1(s2) = χ1(s3) = s, on function symbols χ1(c1 :→ s1) = χ(c2 :→ s2) =
c :→ s, χ1(c3 :→ s3) = c3 :→ s; (b) on nominals χ2(k1) = k1, χ2(k2) =
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χ2(k3) = k, on sorts χ2(s1) = χ2(s3) = s, χ2(s2) = s2, on function symbols
χ2(c1 :→ s1) = c1 :→ s, χ2(c2 :→ s2) = c2 :→ s2, χ2(c3 :→ s3) = c3 :→ s.

Let ∆1 υ1→ ∆′
υ2← ∆2 be a pushout of the above span such that

• ∆′ has one nominal {k}, one flexible sort {s} and two flexible constants
{c :→ s, c3 :→ s};

• (a) υ1(k) = υ1(k3) = k, υ1(c :→ s) = c :→ s and υ1(c3 :→ s) = c3 :→ s;
(b) υ2(k) = υ2(k1) = k, υ2(c1 :→ s) = c :→ s, υ2(c2 :→ s2) = c :→ s and
υ2(c3 :→ s) = c3 :→ s.

According to the following lemma, interpolation doesn’t hold in HFOL, in
general.

Lemma 3.5 The pushout described in Example 3.4 is not a CI square.

Proof. Let Φ1 := {@k3
(c = c3)} and Φ2 := {@k1

(c1 = c3)}. Obviously,
υ1(Φ

1) |= υ2(Φ
2). Suppose towards a contradiction that there exists an inter-

polant Φ over ∆ such that Φ1 |= χ1(Φ) and χ2(Φ) |= Φ2.
Let (W 1,M1) be the Kripke structure over ∆1 defined as follows: W 1

consists of one possible world w, and M1
w is the single-sorted algebra such

that M1
w,s = {d, e} and M1

w,c = M1
w,c3 = d. We have (W 1,M1) |= Φ1, and

since Φ1 |= χ1(Φ), we get (W 1,M1) |= χ1(Φ). By the satisfaction condition,
(W 1,M1) ↾χ1 |= Φ. Let (V,N) be the Kripke structure over ∆ obtained from
(W 1,M1) ↾ χ1 by changing the interpretation of c3 :→ s3 from d to e, which
implies that Vw,c3 = e. There exists an isomorphism h : (V,N)→ (W 1,M1)↾χ1

such that hw,s1 and hw,s2 are identities, while hw,s3(d) = e and hw,s3(e) = d.
It follows that (V,N) |= Φ. There exists a χ2-expansion (V 2, N2) of (V,N).
By the satisfaction condition, (V 2, N2) |= χ2(Φ). Since N

2
w,c1 = Nw,c1 = d and

N2
w,c3 = Nw,c3 = e, we have (V 2, N2) ̸|= Φ2, contradicting χ2(Φ) |= Φ2. 2

We are interested in characterizing a span of signature morphisms whose
pushout is a CI square. For this purpose, it is necessary to restrict one of the
arrows of the underlying span according to the following definition.

Definition 3.6 A signature morphism χ : ∆→ ∆1 preserves flexible symbols if

1) χ preserves flexible sorts, that is, χ(s) ∈ Sf
1 for all s ∈ Sf, and

2) χ adds no new flexible operations on ‘old’ flexible sorts, that is, for all
flexible sorts s ∈ Sf and all function symbols σ1 : ar1 → χ(s) ∈ F f

1 there
exists σ : ar→ s ∈ F f such that χ(σ : ar→ s) = σ1 : ar1 → χ(s).

If, in addition, χ is injective on flexible sorts and on flexible function and
relation symbols that have at least one flexible sort s ∈ Sf in the arity then we
say that χ protects flexible symbols.

If χ : ∆→ ∆1 is an inclusion that preserves flexible sorts and adds no new
function symbols σ : ar→ s with s ∈ Sf on ∆ then χ : ∆→ ∆1 protects flexible
symbols. If ∆ has no flexible sorts then χ : ∆→ ∆1 protects flexible symbols.
In particular, if ∆ is a HPL or RFOHL signature then Sf = ∅, which means that
χ protects flexible symbols. In applications, χ : ∆ → ∆1 from Definition 3.6
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is appropriate for hiding information, which makes HFOL an instance of the
abstract completeness result for structured specifications proved in [5].

Lemma 3.7 (Lifting Lemma) Consider the following:

1) a signature morphism χ : ∆ → ∆1 which is injective on sorts and protects
flexible symbols;

2) a set C1 of new nominals and new rigid constants for ∆1;

3) (V 1, N1) ∈ |Mod(∆1(C1))| reachable by C1 and (W,M) ∈ |Mod(∆(C))|
reachable by C such that (V 1, N1)↾χC ≡ (W,M), where
• C is the reduct of C1 across χ, i.e. C := {c :→ s | c :→ χ(s) ∈ C1}, and
• χC : ∆(C) → ∆1(C1) is the extension of χ that maps each constant
c :→ s ∈ C to c :→ χ(s) ∈ C1.

Then (W 1,M1) ≡ (V 1, N1) for some χC-expansion (W 1,M1) of (W,M).

Proof. Let (V 1, N1) ∈ |Mod(∆1(C1))| and (W,M) ∈ |Mod(∆(C))| be Kripke
structures such that (V 1, N1) ↾ χ ≡ (W,M). To keep notation consistent, we
let (V,N) be the reduct (V 1, N1) ↾ χ of (V 1, N1), and we will construct an
expansion (W 1,M1) of (W,M) such that (W 1,M1) ≡ (V 1, N1) in three steps.

1) We construct an isomorphism h : (W,M)→ (V,R), where (V,R) is obtained
from (V,N) by replacing all unreachable elements by the unreachable ele-
ments from (W,M).
Firstly, we define h as a function, which implicitly means that we define

the universe of (V,R). Let k ∈ Cn be a nominal, v := Vk and w :=Wk.
Case s ∈ Sr: We define the set Rv,s := Nv,s, and the function hw,s :
Mw,s → Rv,s by hw,s(Mw,c) = Nv,c for all constants c :→ s ∈ C. Since
both (W,M) and (V,N) are reachable by C and (W,M) ≡ (V,N), the
function hw,s :Mw,s → Rv,s is bijective.
Case s ∈ Sf: Let Rv,s be the set obtained from Nv,s by removing all
unreachable elements and adding all unreachable elements from Mw,s. We
define hw,s : Mw,s → Rv,s by hw,s(Mw,t) = Nv,t for all rigid hybrid ∆(C)-
terms t of sort @ks, and hw,s(e) = e for all unreachable elements e ∈Mw,s.
Since (W,M) ≡ (V,N), the function hw,s :Mw,s → Rv,s is bijective.
Secondly, we interpret the function and relation symbols from ∆(C) in

(V,R). Let k ∈ Cn be a nominal, v := Vk and w :=Wk.
Case σ : ar → s ∈ F (C): We define Rv,σ : Rv,ar → Rv,s by Rv,σ(e) =
hw,s(Mw,σ(h

−1
w,ar(e))) for all elements e ∈ Rv,ar. Since (W,M) ≡ (V,N), we

have Rv,σ(e) = Nv,σ(e) for all reachable elements e ∈ Nv,ar ∩Rv,ar.
Case ϖ : ar ∈ P We define Rv,ϖ := hw,ar(Mw,ϖ). Since (W,M) ≡ (V,N),
we have e ∈ Rv,ϖ iff e ∈ Nv,ϖ for all reachable elements e ∈ Nv,ar ∩ Rv,ar.
By construction, h : (W,M) → (V,R) is a homomorphism, and since it is
bijective, h : (W,M)→ (V,R) is an isomorphism.

2) We define an expansion (V 1, R1) of (V,R) along χ such that (V 1, R1) ≡
(V 1, N1). Roughly, (V 1, R1) is obtained from (V 1, N1) by replacing all
unreachable elements of sorts in χ(Sf) with unreachable elements of flexible
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sorts from (V,R). Concretely, (V 1, R1) is obtained from (V 1, N1) as follows:
Case s1 ∈ χ(Sf): R1

v,s1
:= Rv,χ−1(s1) for all v ∈ |V 1|, which is well-defined

since χ is injective on sorts.
Case σ1 : ar1 → s1 ∈ χ(F f), where ar1 contains at least one sort from
χ(Sf): For all v ∈ |V 1|, R1

v,σ1
:= Rv,χ−1(σ1). Since χ protects flexible

symbols, χ−1(σ1) is unique, which means that R1
v,σ1

is well-defined. Also,
we have N1

v,σ1
(e) = Nv,χ−1(σ1)(e) = Rv,χ−1(σ1)(e) for all reachable elements

e ∈ N1
v,ar1 .

Case π1 : ar1 ∈ χ(P f), where ar1 contains at least one sort from χ(Sf):
For all v ∈ |V 1|, R1

v,π1
:= Rv,χ−1(π1). Since χ protects flexible symbols,

χ−1(π1) is unique, which means that R1
v,π1

is well-defined. Also, we have
e ∈ N1

v,π1
= Nv,χ−1(π1) iff e ∈ Rv,χ−1(π1) = R1

v,π1
for all reachable elements

e ∈ N1
v,ar1 .

Case σ1 : ar1 → s1 ∈ F f
1 \ χ(F f), where ar1 has at least one sort from

χ(Sf): For all v ∈ |V 1|, the function R1
v,σ1

: R1
v,ar1 → R1

v,s1 is defined by
• R1

v,σ1
(e) = N1

v,σ1
(e) for all elements e ∈ R1

v,ar1 ∩N
1
v,ar1 and

• R1
v,σ1

(e) is an arbitrary value inR1
v,s1 for all unreachable e ∈ R

1
v,ar1\N

1
v,ar1 .

Case π1 : ar1 ∈ P f
1 \χ(P f), where ar1 contains at least one sort from χ(Sf):

For all possible worlds v ∈ |V 1|, let R1
v,π1

:= {e ∈ N1
v,π1
| e is reachable}.

Now, since χ protects flexible symbols, χ preserves flexible symbols, which
means that for all possible worlds v ∈ |V | and all sorts s ∈ S,

e ∈ Nv,s is unreachable iff e ∈ N1
v,χ(s) is unreachable.

It follows that the reachable sub-structures of (V 1, N1) and (V 1, R1) coin-
cide. By Lemma 3.1, (V 1, N1) ≡ (V 1, R1).

3) We define an isomorphism h1 : (W 1,M1) → (V 1, R1) by expanding h :
(W,M)→ (V,R) along χ.
Firstly, we define h1 as a function. Let h1 :W → V be h :W → V , which

is bijective. Assume k is a nominal in C and let w =Wk.
Case s1 ∈ χ(S): Let h1w,s1

:= hw,χ−1(s1), which is bijective.
Case s1 ∈ S1 \ χ(S): M1

w,s1
:= R1

w,s1 and h1w,s1 : M1
w,s1 → R1

w,s1 is the
identity.
Secondly, we interpret the function and relation symbols from ∆1(C1)

in (W 1,M1). For any nominal or modality x in ∆1(C1), we define W 1
x :=

(h1)−1(V 1
x ). Take a nominal k in C1, and let w :=W 1

k and v := V 1
k .

Case σ1 : ar1 → s1 ∈ F 1(C1): We define M1
w,σ1

: M1
w,ar1 → M1

w,s1 by
M1

w,σ1
(e) = (h1w,s1)

−1(R1
v,σ1

(h1w,ar1(e))) for all elements e ∈M1
w,ar1 .

Case π1 : ar1 ∈ P 1: We define M1
w,π1

:= (h1w,ar1)
−1(R1

π1
).

Since h : (W,M)→ (V,R) is an isomorphism, h1 : (W 1,M1)→ (V 1, R1) is
an isomorphism too.

It follows that (W 1,M1) ≡ (V 1, R1). Since (V 1, R1) ≡ (V 1, N1), we get
(W 1,M1) ≡ (V 1, N1). 2

Definition 3.6 provides a general criterion for proving Robinson consistency
property, while Lemma 3.7 is essential for completing the proof of Robinson
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consistency theorem.

4 Relativization

Relativization is a well-known method in classical model theory for defining
substructures and their properties [11]. The substructures are usually charac-
terized by some unary predicate and the technique is necessary in the absence
of sorts when dealing with modular properties (such as putting together models
defined over different signatures) which implicitly involve signature morphisms.
For HFOL, the relativization is necessary to prove Robinson consistency prop-
erty from omitting types property, since the signatures of nominals are single-
sorted. It is worth mentioning that relativization is not necessary to prove
Robinson consistency for many-sorted first-order logic.

Definition 4.1 The relativized union of any signatures ∆1 and ∆2 is a pre-
sentation (∆⋄,Φ⋄) defined as follows:

1) ∆⋄ is the signature obtained from ∆1
∐

∆2 by adding two nominals o1 and
o2, and two unary modalities π1 : 1 and π2 : 1,

2) Φ⋄ ⊆ Sen(∆⋄) consists of π1∨π2 and all sentences of the form @ki
πi, where

i ∈ {1, 2} and ki ∈ F n
i ∪ {oi}.

Let inji : ∆i → ∆1
∐

∆2 be the canonical injection, for each i ∈ {1, 2}.
Let θ : ∆1

∐
∆2 ↪→ ∆⋄ be an inclusion. Here, we are interested more in the

vertex ∆⋄ and less in the arrows (inji; θ), where i ∈ {1, 2}. The presentation
(∆⋄,Φ⋄) is meant to define Kripke structures obtained from the union of a
Kripke structure over ∆1 and a Kripke structure over ∆2. The new nominals o1
and o2 together with the sentences @o1 π1 and @o2 π2 ensure that the domains
of π1 and π2 are not empty. For each nominal k1 ∈ F n

1 , the sentence @k1
π1

ensures that the interpretation of k1 belongs to the denotation of π1. A similar
remark holds for any sentence @k2

π2 with k2 ∈ F n
2 . For the sake of simplifying

the notation, we assume without loss of generality that ∆1 and ∆1 are disjoint,
which means that ∆1

∐
∆2 = ∆1 ∪∆2.

Definition 4.2 Let ∆1 and ∆2 be two disjoint signatures. For each i ∈ {1, 2},
the relativized reduct ↾πi : Mod(∆

⋄)→ Mod(∆i) is defined as follows:

1) For each (W,M) ∈ |Mod(∆⋄,Φ⋄)|, the Kripke structure (W,M) ↾ πi
de-

noted (W i,M i) is defined by (a) |W i| = Wπi
, (b) W i

k = Wk for all nom-
inals k ∈ F n

i , (c) W
i
ϱ = Wϱ ∩Wπi for all unary modalities (ϱ : n) ∈ P n

i ,

(d) W i
λ = {(w, v) ∈ Wλ | w, v ∈ Wπi} for all modalities (λ : n n) ∈ P n

i ,
(e) M i = M |W i and M i

w,x = Mw,x for all possible worlds w ∈ |W i| and all
sort/function/relation symbols x in Σi.

2) For each h : (W,M)→ (W ′,M ′) ∈ Mod(∆⋄,Φ⋄), the homomorphism h↾πi
:

(W,M)↾πi
→ (W ′,M ′)↾πi

is defined by (h↾πi
)w = hw for all w ∈Wπi

.

Definition 4.3 The relativized translation rt(πi) : Sen(∆i) → Sen(∆⋄,Φ⋄),
where i ∈ {1, 2}, is defined by induction on the structure of sentences, simul-
taneously, for all disjoint signatures ∆1 and ∆2:
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1) rt(πi)(k) := πi ⇒ k for all nominals k ∈ F n
i .

2) rt(πi)(ϱ) := πi ⇒ ϱ for all unary modalities (ϱ : n) ∈ P n
i .

3) rt(πi)(t1 = t2) := πi ⇒ t1 = t2 for all ground equations t1 = t2 over ∆i.

4) rt(πi)(ϖ(t1, . . . , tn)) := πi ⇒ ϖ(t1, . . . tn) for all ground relations
ϖ(t1, . . . , tn) over ∆

i.

5) rt(πi)(@k γ) := πi ⇒ @k rt(πi)(γ) for all nominals k ∈ F n
i and all sentences

γ ∈ Sen(∆i).

6) rt(πi)(⟨λ⟩γ) := πi ⇒ ⟨λ⟩πi ∧ rt(πi)(γ) for all modalities (λ : n n) ∈ P n
i and

all sentences γ ∈ Sen(∆i).

7) rt(πi)(¬γ) := πi ⇒ ¬rt(πi)(γ) for all γ ∈ Sen(∆i).

8) rt(πi)(γ1 ∨ γ2) := rt(πi)(γ1) ∨ rt(πi)(γ2) for all γ1, γ2 ∈ Sen(∆i).

9) rt(πi)(↓z · γ) := πi ⇒ ↓z · rt(πi)(γ) for all sentences ↓z · γ ∈ Sen(∆i), where
z a nominal variable. 8

10) rt(πi)(∃x · γ) := πi ⇒ ∃x ·@x πi ∧ rt(πi)(γ) for all sentences ∃x · γ ∈
Sen(∆i) with x a nominal variable.

11) rt(πi)(∃y · γ) := πi ⇒ ∃y · rt(πi)(γ) for all sentences ∃y · γ ∈ Sen(∆i) with
y a rigid variable.

Simultaneous induction for all disjoint signatures is necessary for the case
corresponding to quantified sentences. Unlike first-order logic, relativization
is applied not only to quantifiers but it starts with atomic sentences. One
can notice that locally the antecedent πi of the implication is redundant, but
globally it is not.

Proposition 4.4 (Satisfaction condition) For all disjoint signatures ∆1

and ∆2, all Kripke structures (W,M) ∈ |Mod(∆⋄,Φ⋄)| and all sentences
γ ∈ Sen(∆i), where i ∈ {1, 2}, the following satisfaction conditions hold:

• For all worlds w ∈Wπi
, we have (W,M) |=w rt(πi)(γ) iff (W,M)↾πi

|=w γ.

• For all worlds w ∈ |W | \Wπi , we have (W,M) |=w rt(πi)(γ).

• (W,M) |= rt(πi)(γ) iff (W,M)↾πi |= γ.

The first two statements of Proposition 4.4 are straightforward by induction
on the structure of sentences. The third statement, which corresponds to the
global satisfaction condition, is a consequence of the first two statements.

Proposition 4.5 For all disjoint signatures ∆1 and ∆2, and all Kripke struc-
tures (W 1,M1) and (W 2,M2) over ∆1 and ∆2, respectively, there exists
(W,M) ∈ |Mod(∆⋄,Φ⋄)| called the relativized union of (W 1,M1) and (W 2,M2)
such that (W,M)↾π1 = (W 1,M1) and (W,M)↾π2 = (W 2,M2).

The relativized union of Kripke structure is not unique.

8 Notice that ∆⋄(z) is obtained from the relativized union of ∆i(z) and ∆j , where i, j ∈
{1, 2} and i ̸= j; therefore, rt(π)(γ) is well-defined.
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5 Robinson consistency

Robinson consistency property is derived from Omitting Types Theorem, which
was proved in [18] for HFOL. We start by defining the semantic opposite of a
sentence. In first-order logic the semantic opposite of a sentence is its negation.

Definition 5.1 Given a sentence ψ over a signature ∆, we let (a) +ψ denote
the sentence ∀z◦ ·@z◦ ψ, (b) −ψ denote the sentence ∃z◦ ·@z◦ ¬ψ, and (c) ±ψ
range over {+ψ,−ψ}, where z◦ is a distinguished nominal variable for ∆.

The proof of the following lemma is straightforward.

Lemma 5.2 For all Kripke structures (W,M) and all sentences ψ over a sig-
nature ∆, we have (a) (W,M) |= ψ iff (W,M) |= +ψ iff (W,M) |=w +ψ for
some possible world w ∈ |W |, and (b) (W,M) ̸|= ψ iff (W,M) |= −ψ.

By Lemma 5.2, the satisfaction of +ψ does not depend on the possible world
where the sentence +ψ is evaluated. The same comment holds for −ψ too.

5.1 Framework

We set the framework in which Robinson consistency property is proved. Let

(∆1,Φ1)
χ1← (∆,Φ)

χ2→ (∆2,Φ2) be a span of presentation morphisms such
that (a) χ2 is injective on sorts and protects flexible sorts, (b) Φ is maximally
consistent over ∆, and (c) Φi is consistent over ∆i for each i ∈ {1, 2}.

Assume a set of new rigid constants C for ∆ such that card(Cs) = α for all
rigid sorts s ∈ Sr, where α := max{card(Sen(∆1)), card(Sen(∆2))}. For each
i ∈ {1, 2}, let Ci be the set of new constants for ∆i obtained by renaming the
translation of the constants in C along χi and by adding a set of new constants
Ci

si of cardinality α for each rigid sort si ∈ Sr
i outside the image of χi:

Ci := {ci :→ χi(s) | c :→ s ∈ C} ∪ (
⋃

si∈Sr
i\χi(Sr) C

i
si)

where (a) each constant ci :→ χi(s) is the renaming of a constant c :→ s ∈ C,
and (b) Ci

si is a set of new constants of sort si for all rigid sorts si ∈ Sr
i \χi(S

r).
Let χC

i : ∆(C)→ ∆i(Ci) be the extension of χi : ∆→ ∆i to ∆(C) which maps
each constant c :→ s ∈ C to its renaming ci :→ χi(s) ∈ Ci. Without loss of
generality we assume that ∆1(C1) and ∆2(C2) are disjoint.

In Figure 1, (∆⋄,Φ⋄) is the relativized union of ∆1 and ∆2, while
(∆⋄(C⋄),Φ⋄C) is the relativized union of ∆1(C1) and ∆2(C2). The definitions
of C, C1 and C2 are unique up to isomorphism and they are essential for the
proof of Robinson consistency theorem.

Notation 5.3 (Semantics) For each (W,M) ∈ |Mod(∆⋄,Φ⋄)|, we let

• (W 1,M1) and (W 2,M2) denote (W,M)↾π1
and (W,M)↾π2

, respectively;

• (W a,Ma) and (W b,M b) denote (W 1,M1)↾χ1 and (W 2,M2)↾χ2 , respectively.

Moreover, let (V,N) be a Kripke structure over ∆⋄(C⋄) and adopt a similar
convention as above for its reducts.

Notation 5.4 (Syntax) Let i ∈ {1, 2} and ψ ∈ Sen(∆(C)).
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∆(C) ∆1(C1)

∆2(C2) (∆⋄(C⋄),Φ⋄C)

∆ ∆1

∆2 (∆⋄,Φ⋄)

χC
1

χC
2 ( )π1

( )π2

χ1

χ2

( )π1

( )π2

Fig. 1.

• Let ψi and ψπi denote χC
i (ψ) and rt(πi)(χ

C
i (ψ)), respectively.

• Let Φπi denote rt(πi)(Φ
i).

5.2 Results

This section contains the main results, which are Robinson consistency theorem
and its corollaries. The following lemma is crucial for subsequent developments
and it is a consequence of Proposition 4.4 and Lemma 5.2.

Lemma 5.5 For all (V,N) ∈ |Mod(∆⋄(C⋄))| and all ψ ∈ Sen(∆(C)),

(V,N) |= +(+ψ)π1 ⇔ +(+ψ)π2 iff
(
(V a, Na) |= ψ iff (V b, N b) |= ψ

)
.

Lemma 5.5 says that (V,N) globally satisfies +(+ψ)π1 ⇔ +(+ψ)π2 for all
∆(D)-sentences ψ iff (V a, Na) and (V b, N b) are elementarily equivalent.

Notation 5.6 We define the following set of sentences over ∆⋄(C⋄):

TC := Φ⋄C ∪ Φπ1 ∪ Φπ2 ∪ {+(+ψ)π1 ⇔ +(+ψ)π2 | ψ ∈ Sen(∆(C))}.

Notice that TC describes Kripke structures (V,N) over ∆⋄(C⋄) ob-
tained from the relativized union of some Kripke structures (V 1, N1) ∈
|Mod(∆1(C1),Φ1)| and (V 2, N2) ∈ |Mod(∆2(C2),Φ2)| such that (V a, Na) and
(V b, N b) are elementarily equivalent.

Proposition 5.7 TC is consistent.

Proof. Let Ψ be a finite set of ∆(C)-sentences. Let D ⊆ C be the finite
subset of all constants from C that occur in Ψ. We define D1 := χC

1 (D) and
D2 := χC

2 (D). For each i ∈ {1, 2}, we let χD
i denote the restriction of χC

i to
∆(D).

We show that Φ⋄D∪Φπ1∪Φπ2∪{+(+ψ)π1 ⇔ +(+ψ)π2 | ψ ∈ Ψ} is consistent,
where (∆⋄(D⋄),Φ⋄D) is the relativized union of ∆1(D1) and ∆2(D2).
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±Ψ ∆(D) ∆1(D1)

∆2(D2) (∆⋄(D⋄),Φ⋄D)

∃D ·
∧
±Ψ ∆ ∆1

∆2 (∆⋄,Φ⋄)

χD
1

χD
2 π1

π2

χ1

χ2

π1

π2

Fig. 2.

Since Φ1 is consistent, (W 1,M1) |= Φ1 for some Kripke structure (W 1,M1)
over ∆1. Let (V 1, N1) be an arbitrary expansion of (W 1,M1) to ∆1(D1). Let
±Ψ := {±ψ | ψ ∈ Ψ and (V a, Na) |= ±ψ}, where (V a, Na) = (V 1, N1) ↾χD

1
.

Since (V a, Na) |= ±Ψ, (W a,Ma) |= ∃D ·
∧
±Ψ. 9 Since Φ2 is consis-

tent, (W 2,M2) |= Φ2 for some Kripke structure (W 2,M2) over ∆2. Since
χ1(Φ) ⊆ Φ1 and χ2(Φ) ⊆ Φ2, by satisfaction condition, (W a,Ma) |= Φ and
(W b,M b) |= Φ. Since Φ is maximally consistent, (W a,Ma) ≡ (W b,M b).
Since (W a,Ma) |= ∃D ·

∧
±Ψ, (W b,M b) |= ∃D ·

∧
±Ψ. It follows that

(V b, N b) |= ±Ψ for some expansion (V b, N b) of (W b,M b) to ∆(D).

Since {∆(D) ←↩ ∆
χ2→ ∆2,∆(D)

χD
2→ ∆2(D2) ←↩ ∆2} is a pushout and

(V b, N b)↾∆ = (W b,M b) = (W 2,M2)↾χ2
, there exists an expansion (V 2, N2)

of (W 2,M2) to ∆2(D2) such that (V 2, N2) ↾ χD
2

= (V b, N b). Let (V,N)

be a relativized union of (V 1, N1) and (V 2, N2). Since (V 1, N1) |= Φ1 and
(V 2, N2) |= Φ2, by Proposition 4.4, (V,N) |= Φ⋄D∪Φπ1∪Φπ2 . By Lemma 5.5,
(V,N) |= {+(+ψ)π1 ⇔ +(+ψ)π2 | ψ ∈ Ψ}.

Hence, by compactness, TC is consistent. 2

Recall that n denotes the sort of nominals.

Notation 5.8 (Nominal type) We define a type in one nominal variable z:

Γn := {@z πi ⇒ z ̸= ci | i = 1, 2 and c :→ n ∈ C}
where ci denotes χi(c) for all nominals c :→ n ∈ C, and z ̸= ci denotes ¬@z c

i.

Notice that a Kripke structure (V,N) which satisfies π1 ∨ π2 and omits Γn

has the set of possible worlds reachable by the nominals in C⋄.

9 Since D is not a set of variables, ∃D ·
∧

±Ψ is not a sentence in our language, but there
exists a ∆-sentence semantically equivalent to it.



422 Robinson consistency in many-sorted hybrid first-order logics

Proposition 5.9 TC α-omits Γn, that is, for each set of sentences p ⊆
Sen(∆⋄(C⋄, z)) of cardinality strictly less than α such that TC ∪p is consistent,
we have TC ∪ p ̸|= Γn.

Proof. Let p ⊆ Sen(∆⋄(C⋄, z)) be a set of sentences of cardinality strictly
less than α such that TC ∪ p is consistent. Let Dn be the set of all nominals
c ∈ Cn such that either c1 or c2 occurs in p. Since card(p) < α, we have
card(Dn) < α. Let D be the set of constants obtained from C by removing
all nominals from Cn \ Dn. We define Di := χC

i (D) for each i ∈ {1, 2}. It
follows that p ⊆ Sen(∆⋄(D⋄, z)), where (∆⋄(D⋄),Φ⋄D) is the relativized union
of ∆1(D1) and ∆2(D2). Let TD be the set of all sentences from TC which
contains only constants from D1 and D2. Since TC ∪ p is consistent, its subset
TD ∪ p is consistent too. Let (V,N) be a Kripke structure over ∆⋄(D⋄) such
that (V,N) |= TD and let v ∈ |V | such that (V z←v, N) |= p. Since (V,N) |=
π1 ∨ π2, we have v ∈ πV

1 or v ∈ πV
2 . We assume that v ∈ πV

1 , as the case
v ∈ πV

2 is symmetrical. According to our conventions, (V 1, N1) = (V,N) ↾ π1 ,
(V a, Na) = (V,N) ↾ χD

1
, (V 2, N2) = (V,N) ↾ π2 and (V b, N b) = (V,N) ↾ χD

2
,

where χD
i denotes the restriction of χC

i to ∆(D) for each i ∈ {1, 2}.

±Ψ ∆(D, c) ∆1(D1, c1)

∆2(D2, c2) ∆⋄(D⋄, c1, c2)

∃c ·
∧

±Ψ ∆(D) ∆1(D1)

∆2(D2) ∆⋄(D⋄)

π1

π2

χD
1

χD
2

π1

π2

Fig. 3.

Since card(Dn) < α = card(Cn), there exists a nominal c ∈ Cn \ Dn. Let
Ψ ⊆ Sen(∆(D, c)) \ Sen(∆(D)) be a finite set of sentences. Then TD ∪ p ∪
{(@c1 π1), (@c2 π2), (z = c1)} ∪ {+(+ψ)π1 ⇔ +(+ψ)π2 | ψ ∈ Ψ} is consistent:

We define ±Ψ = {±ψ | ((V a)c←v, Na) |= ±ψ}. Since ((V a)c←v, Na) |=
±Ψ, (V a, Na) |= ∃c ·

∧
±Ψ. Since (V,N) |= {+(+φ)π1 ⇔ +(+φ)π2 |

φ ∈ Sen(∆(D))}, by Lemma 5.5, (V a, Na) ≡ (V b, N b). It follows that
(V b, N b) |= ∃c ·

∧
±Ψ. By semantics, ((V b)c←u, N b) |= ±Ψ for some

u ∈ |V b|. We get ((V a)c←v, Na) |= ψ iff ((V b)c←u, N b) |= ψ for all

ψ ∈ Ψ. By Lemma 5.5, ((V )(c
1,c2)←(v,u), N) |= {+(+ψ)π1 ⇔ +(+ψ)π2 |

ψ ∈ Ψ}. By satisfaction condition, ((V )(z,c
1,c2)←(v,v,u), N) |= {+(+ψ)π1 ⇔

+(+ψ)π2 | ψ ∈ Ψ}. By satisfaction condition, since (V,N) |= TD,

((V )(z,c
1,c2)←(v,v,u), N) |= TD. Since (V z←v, N) |= p, by satisfaction con-
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dition, ((V )(z,c
1,c2)←(v,v,u), N) |= p. Since v ∈ πV

1 , u ∈ πV
2 and the

interpretations of z and c1 are v, we obtain ((V )(z,c
1,c2)←(v,v,u), N) |=

{(@c1 π1), (@c2 π2), (z = c1)}.
By compactness, TD∪{c}∪p∪{@z π1∧z = c1} is consistent, where TD∪{c} is the
set of all sentences from TC which contains only constants fromD1∪D2∪{c1 :→
n, c2 :→ n}.

Now let E ⊂ C be any proper subset which includes D. We define Ei :=
χC
i (E) for each i ∈ {1, 2}. Assuming that TE∪p∪{@z π1∧z = c1} is consistent,

we prove that TE∪{k} ∪ p ∪ {@z π1 ∧ z = c1} is consistent for any k ∈ Cn \ En.
The proof is similar to the one above.

By compactness, TC ∪ p ∪ {@z π1 ∧ z = c1} is consistent. Since p ⊆
Sen(∆⋄(C⋄, z)) is an arbitrary set of cardinality strictly less than α consis-
tent with TC , it follows that TC α-omits Γn. 2

Notation 5.10 (Rigid types) Let z1 be a variable of sort s1 ∈ Sr
1 and z2 be

a variable of sort s2 ∈ Sr
2. For each i ∈ {1, 2}, we define a type in variable zi:

Γsi := {zi ̸= ci | ci :→ si ∈ Ci}.

Notice that a Kripke structure (V,N) over ∆⋄(C⋄) which omits Γsi has the
carrier sets corresponding to the sort si reachable by the constants of sort si

in Ci, where i ∈ {1, 2}.

Proposition 5.11 TC α-omits both types Γs1 and Γs2 .

Proof. We show that TC omits Γs1 , since showing that TC omits Γs2 is similar.
Moreover, we focus on the case when s1 ∈ χ1(S

r), since the case s1 ̸∈ χ1(S
r)

is easy.
Let p ⊆ Sen(∆⋄(C⋄, z1)) be a set of sentences such that card(p) < α and

TC∪p is consistent. We define the subset of constants D ⊆ C as follows: (a) for
all rigid sorts s ∈ χ−11 (s1), the set Ds consists of all constants c :→ s ∈ C such
that either c1 or c2 occurs in p, and (b) for all rigid sorts s ̸∈ χ−11 (s1), we have
Ds := Cs. For each i ∈ {1, 2}, we define Di := χi(D) ∪ {c :→ s ∈ Ci | s ∈
Sr
i \ χi(S

r)}. It follows that p ⊆ Sen(∆⋄(D⋄, z1)), where (∆⋄(D⋄, z1),Φ⋄D) is
the relativized union of ∆1(D1) and ∆2(D2).

Let TD be the set of all sentences from TC which contains only constants
from D1 and D2. Since TC ∪ p is consistent, its subset TD ∪ p is consistent
too. Let (V,N) be a Kripke structure over ∆⋄(D⋄) such that (V,N) |= TD
and (V,Nz1←e) |= p for some possible world v ∈ Vπ1 and element e ∈ Nv,s1 .
According to our conventions, (V 1, N1) = (V,N) ↾ π1

, (V a, Na) = (V,N) ↾ χD
1
,

(V 2, N2) = (V,N) ↾ π2
and (V b, N b) = (V,N) ↾ χD

2
, where χD

i denotes the

restriction of χC
i to ∆(D) for each i ∈ {1, 2}.

1) Let s ∈ χ−11 (s1). Since card(Ds) < α = card(Cs), there exists c ∈ Cs \Ds.
Let Ψ ⊆ Sen(∆(D, c))\Sen(∆(D)) be a finite set of sentences. We show that
TD ∪ p ∪ {z1 = c1} ∪ {+(+ψ)π1 ⇔ +(+ψ)π2 | ψ ∈ Ψ} is consistent, where
c1 :→ χ1(s) is the translation of c :→ s along χC

1 . The proof is similar to the
first part of the proof of Proposition 5.9. By compactness, TD∪{c}∪p∪{z1 =
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c1} is consistent, where TD∪{c} is the set of all sentences from TC which
contains only constants from D1 ∪ {c1 :→ χ1(s)} and D2 ∪ {c2 :→ χ2(s)}.

2) Now let E ⊆ C be an arbitrary subset of constants which includes D.
We define Ei := χC

i (E) ∪ {c :→ s ∈ Ci | s ∈ Sr
i \ χi(S

r)} for each i ∈
{1, 2}. Assuming that TE ∪ p ∪ {z1 = c1} is consistent, we prove that
TE∪{d} ∪ p ∪ {z1 = c1} is consistent for any d :→ s ∈ C \ E. The proof is
similar to the one above.

From (1) and (2), by compactness, TC ∪ p ∪ {z1 = c1} is consistent. Since
p ⊆ Sen(∆⋄(C⋄, z1)) is an arbitrary set of cardinality strictly less than α an
consistent with TC , it follows that TC α-omits Γs1 . 2

All the preliminary results for proving Robinson consistency property are
in place.

Theorem 5.12 (Robinson consistency) Recall that χ2 is injective on sorts.

In addition, assume that χ2 protects flexible symbols. Let ∆1 υ1→ ∆′
υ2← ∆2 be

the pushout of ∆1 χ1← ∆
χ2→ ∆2. Then υ1(Φ

1) ∪ υ2(Φ2) is consistent.

∆(C) ∆1(C1)

∆2(C2) ∆⋄(C⋄)

∆ ∆1

∆2 ∆′

χC
1

χC
2 ( )π1

( )π2

χ1

χ2

υ1

υ2

Fig. 4.

Proof. By Proposition 5.9, TC α-omits Γn. By Proposition 5.11, TC α-omits
Γs1 and Γs2 for all rigid sorts s1 ∈ Sr

1 and s2 ∈ Sr
2. By [18, Extended Omitting

Types Theorem], there exists (V,N) ∈ |Mod(∆⋄(C⋄))| such that (V,N) |= TC
and (V,N) omits Γn, Γs1 and Γs2 for all rigid sorts s1 ∈ Sr

1 and s2 ∈ Sr
2. Since

(V,N) |= Φπ1 ∪Φπ2 , by satisfaction condition, (V 1, N1) |= Φ1 and (V 2, N2) |=
Φ2. Since Φ1 |= χ1(Φ) and Φ2 |= χ2(Φ), by satisfaction condition, (V a, Na) |=
Φ and (V b, N b) |= Φ. Since Φ is maximally consistent, (V a, Na) ≡ (V b, N b).
Since (V,N) omits Γn and Γs1 for all rigid sorts s1 ∈ Sr

1, (V
1, N1) is reachable

by C1. Since (V,N) omits Γn and Γs2 for all rigid sorts s2 ∈ Sr
2, (V

2, N2)
is reachable by C2. Since (V a, Na) ≡ (V b, N b), (V a, Na) is reachable by C
and (V 2, N2) is reachable by C2, by Lemma 3.7, (U2, R2) ≡ (V 2, N2) for some
χC
2 -expansion (U2, R2) of (V a, Na). We define (W 1,M1) := (V 1, N1) ↾ ∆1
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and (W 2,M2) := (U2, R2) ↾ ∆2 . Since (V 1, N1) |= Φ1 and (U2, R2) |= Φ2,

by satisfaction condition, (W 1,M1) |= Φ1 and (W 2,M2) |= Φ2. Since ∆1 υ1→
∆′

υ2← ∆2 is the pushout of ∆1 χ1← ∆
χ2→ ∆2 and (W 1,M1) ↾ χ1 = (W,M) =

(W 2,M2) ↾ χ2
, by [10, Example 3.5], there exists a unique Kripke structure

(W ′,M ′) ∈ |Mod(∆′)| such that (W ′,M ′)↾υ1
= (W 1,M1) and (W ′,M ′) ↾ υ2

=
(W 2,M2). By satisfaction condition, (W ′,M ′) |= υ1(Φ

1) ∪ υ2(Φ2). 2

In many-sorted first-order logic, if one of the signature morphisms in the
span is injective on sorts then the corresponding pushout is a CI square [21].
Lemma 3.5 shows that in HFOL, this condition is also necessary. The following
two examples focus on the second condition, the protection of flexible symbols.

Example 5.13 Let ∆1 χ1←↩ ∆
χ2
↪→ ∆2 be a span of inclusions such that

• ∆ has one nominal {k}, one flexible sort {s} and one constant {c :→ s};
• ∆1 has nominals {k, k1}, one rigid sort {s} and one flexible constant {c :→ s};
• ∆2 has two nominals {k, k2}, one flexible sort s, and two flexible constants
{c :→ s, c2 :→ s}.

Let ∆1 υ1
↪→ ∆′

υ2←↩ ∆2 be a pushout of the above span such that

• ∆′ consists of three nominals {k, k1, k2}, one rigid sort {s}, and two flexible
constants {c :→ s, c2 :→ s}.

In Example 5.13, the signature morphism χ2 adds a new constant c2 :→ s
on the flexible sort s, which means that flexible symbols are not protected. The
following lemma shows that the pushout constructed above is not a CI square.

Lemma 5.14 The pushout described in Example 5.13 is not a CI square.

Proof. Let Φ1 := {∀y · c = y ∈ Sen(∆1)} and Φ2 := {c2 = c ∈ Sen(∆2)}. It is
straightforward to show Φ1 |= Φ2. Suppose towards a contradiction that there
exists Φ ⊆ Sen(∆) such that Φ1 |= Φ and Φ |= Φ2.

Let (W 1,M1) be the Kripke structure over ∆1 that consists of one possible
world w, which means thatW 1

k =W 1
k1

= w andM1
w is the single-sorted algebra

consisting of one element M1
w,s = {e}, which means that M1

w,c = e. Obviously,
(W 1,M1) |= ∀x ·x = c. By the satisfaction condition, (W 1,M1) ↾ ∆ |= Φ.
Let (W,M) be the Kripke structure over ∆ obtained from (W 1,M1) ↾ ∆ by
adding a new flexible element d of sort s. Since d is an unreachable element,
by Lemma 3.1, (W,M) ≡ (W 1,M1) ↾ ∆. It follows that (W,M) |= Φ. Let
(W 2,M2) be the expansion of (W,M) to ∆2 which interprets c2 :→ s as d. By
the satisfaction condition, (W 2,M2) |= Φ. Since Φ |= Φ2, we have (W

2,M2) |=
Φ2, which is a contradiction, as M2

w,c = e ̸= d =M2
w,c2 . 2

We give another example of pushout which is not a CI square.

Example 5.15 Let ∆1 χ1←↩ ∆
χ2
↪→ ∆2 be a span of inclusions such that

• ∆ has one nominal {k}, one flexible sort {Nat} and two flexible function
symbols {0 :→ Nat, succ : Nat→ Nat};
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• ∆1 has two nominals {k, k1}, one rigid sort {Nat} and three flexible function
symbols {0 :→ Nat, succ : Nat→ Nat, + : Nat Nat→ Nat};

• ∆2 has two nominals {k, k2}, two rigid sorts {Nat, List}, four flexible op-
erations {0 :→ Nat, succ : Nat→ Nat, nil :→ List, | : Nat List→ List}.

Let ∆1 υ1
↪→ ∆′

υ2←↩ ∆2 be a pushout of the above span such that

• ∆′ has three nominals {k, k1, k2}, two rigid sorts {Nat, List} and five flex-
ible function symbols {0 :→ Nat, succ : Nat → Nat, + : Nat Nat →
Nat, nil :→ List, cons : Nat List→ List}.

In Example 5.15, the signature morphism χ2 does not preserve the flexible
sort Nat.

Lemma 5.16 The pushout described in Example 5.15 is not a CI square.

Proof. Let Φ1 be the set of ∆1-sentences which consists of

• ∀x : Nat · succ(succ(x)) = x,

• ∀x : Nat · 0 + x = x, and

• ∀x : Nat, y : Nat · succ(y) + x = succ(y + x).

Let Φ2 := {∀x : Nat · succ(succ(x)) = x}. Suppose towards a contradiction
that there exists a set of ∆-sentences Φ such that Φ1 |= Φ and Φ |= Φ2.

Let (W 1,M1) be a Kripke structure over ∆1 that consists of two possible
worlds {w1, w2}, both M1

w1
and M1

w2
are the quotient algebra Z2. Obviously,

(W 1,M1) |= Φ1. Since Φ1 |= Φ, (W 1,M1) |= Φ. By the satisfaction condition,
(W 1,M1)↾∆ |= Φ. Let (W,M) obtained by adding a new element 2̂ of sort Nat
such thatMwi,succ(2̂) = 0̂ for each i ∈ {1, 2}. Since 2̂ is an unreachable element,
by Lemma 3.1, (W,M) ≡ (W 1,M1) ↾ ∆. Let (W 2,M2) be the expansion
of (W,M) to ∆2 which interprets List in both worlds as the set of all lists
with elements from {0̂, 1̂, 2̂}. By the satisfaction condition, (W 2,M2) |= Φ.
Since Mw1,succ(Mw1,succ(2̂)) = 1̂, we have (W 2,M2) ̸|= Φ2, which contradicts
Φ |= Φ2. 2

6 Conclusions

Lemma 5.14 and Lemma 5.16 show that not only injectivity on sorts but also
protection of flexible symbols is necessary for interpolation in HFOL.

Recall that RFOHL signatures form a subcategory of HFOL signatures. It
is not difficult to check that the subcategory of RFOHL signatures is closed
under pushouts. It follows that Theorem 5.12 is applicable to RFOHL. Since
intersection-union square of signature morphism are, in particular, pushouts,
our results cover the ones obtained in [3].

Similarly, HPL signatures form a subcategory of HFOL signatures. It is
not difficult to check that the subcategory of HPL signatures is closed under
pushouts. It follows that Theorem 5.12 is applicable to HPL. Since Theo-
rem 5.12 is derived from Omitting Types Theorem, our results rely on quan-
tification over possible worlds. Therefore, the present work does not cover the
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interpolation result from [2], which is applicable to hybrid propositional logic
without quantification.

HFOL and HFOLS have the same signatures and Kripke structures. By
[17, Lemma 2.20], HFOLS and HFOL have the same expressivity power. The
relationship between HFOL and HFOLS is similar to the relationship between
first-order logic and unnested first-order logic, which allows only terms of depth
one [11]. Therefore, a square of HFOL signature morphisms is a CI square in
HFOL iff it is a CI square in HFOLS.

Proposition 3.2 does not give an effective construction of an interpolant,
which is an open problem.
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[17] Găină, D., Forcing and calculi for hybrid logics, Journal of the Association for Computing
Machinery 67 (2020), pp. 25:1–25:55.



428 Robinson consistency in many-sorted hybrid first-order logics
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