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Abstract

We introduce and investigate an inquisitive modal logic interpreted on neighborhood
models. The logic extends propositional inquisitive logic with a binary modality =,
where (p = 1) is a statement true at a world iff every neighborhood that supports
o also supports ¥. This logic provides a natural language to describe properties of
neighborhood structures, has an interpretation as a logic of ability, and generalizes
previous versions of inquisitive modal logic. We give an appropriate notion of bisimu-
lation, establish a Hennessy-Milner theorem, and relate a fragment of the logic to the
instantial neighborhood logic of [6] by truth-preserving translations. We also prove
a completeness theorem, showing that our modal conditional is axiomatized by four
simple principles familiar from the study of strict conditionals.

Keywords: Inquisitive logic, neighborhood structures, bisimulation, axiomatization,
strict conditional, logic of ability, team semantics, instantial neighborhood logic.

1 Introduction

This paper introduces and investigates an inquisitive modal logic InqCM which
extends propositional inquisitive logic with a conditional modality denoted =>.
This logic can be motivated from three different directions.

One line of motivation starts from considering neighborhood structures.
A standard version of neighborhood semantics for modal logic [2,7,8,21,24]
interprets a formula Oy as true at a world w if ¢ is true throughout some
neighborhood s of w (in this case, we say that s supports ¢).? However, the
standard modal language with this interpretation does not allow us to express
much about the configurations that arise in the neighborhoods of a given point.
Consider three worlds wy, we, w3 associated with sets of neighborhoods ¥ (w;)
as depicted in Figure 1. Here are some respects in which the situation at these

1 Geférdert durch die Deutsche Forschungsgemeinschaft (DFG) - Projektnummer 446711878.
Funded by the German Research Foundation (DFG) - Project number 446711878.

2 This is different from the Scott-Montague neighborhood semantics [23,27], which interprets
O as true at w if the set of worlds satisfying ¢ is a neighborhood of w, though the two are
equivalent if the set of neighborhoods is closed under supersets. See [24] for discussion.
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(a) %(w1) (b) Z(w2) (c) B(ws)

Fig. 1. Sets of neighborhoods associated with three worlds.

worlds is different: every neighborhood of w; settles whether p (i.e., the truth
value of p is constant within each neighborhood) while this is not the case for
wo and ws; moreover, every neighborhood of wy that settles whether p also
settles whether ¢, whereas this is not the case for ws. These facts cannot be
expressed in the standard modal language with the above semantics.

More generally, in a neighborhood structure it is natural to regard two
worlds as equivalent only if any neighborhood of the one is ‘matched’ by some
neighborhood of the other; in turn, it is natural to regard two neighborhoods
as matching if every world in one is equivalent to some world in the other.
This leads to a natural notion of bisimilarity for neighborhood structures. It
seems worthwhile to pursue a modal language that, at least in restriction to
finite models, can distinguish points that are not bisimilar in this sense. The
instantial neighborhood logic recently developed in [6] is such a language. Modal
formulas of this logic have the form O(vq, ..., %,; @) for n > 0 and express the
existence of a neighborhood s that supports ¢ and is compatible with each ;.

We will explore a different way to set up a language that can express the
relevant properties. Our approach uses a modal conditional =, where a modal
formula ¢ = 1 is true at a world if all neighborhoods supporting ¢ also support
1. Crucially, however, ¢ and v are allowed to be questions, and for this reason,
the relevant modal conditional is added to an underlying inquisitive logic. In
our logic, the notion of support at a set of worlds is taken as primitive, while
still boiling down to global truth for a large class of formulas. Thus, e.g., our
language will include a formula ?p which is supported by a set of worlds s just in
case s settles whether p, i.e., if the truth value of p is constant in s. Then the fact
that every neighborhood settles whether p can be expressed as T = 7p (true at
wy but not at we,ws), whereas the fact that every neighborhood that settles
whether p also settles whether g can be expressed as 7p = ?¢ (true at wy, we but
not at wz). One attraction of this approach is that the modal implication = is
very natural both conceptually and formally. Its logic is completely axiomatized
by the following four properties, familiar from the study of strict conditionals:
(i) if ¢ entails 9, then ¢ = ¢ is a logical truth; (ii) = is transitive; (iii) if ¢
implies two formulas, it implies their conjunction; (iv) if ¢ is implied by two
formulas, it is implied by their (inquisitive) disjunction.

A related but more concrete take on our logic arises from thinking about
action and ability. Consider three scenarios in which an agent a is deliberating
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whether to make p and ¢ true or false. In the first scenario, a must make a
choice about each of p and ¢. In the second scenario, a can make both choices,
or she can delegate both choices to another agent. In the third scenario, a can
make both choices, or make the choice about p and delegate the one about ¢, or
she can delegate both choices. The three scenarios correspond to the pictures
in Fig. 1, where each neighborhood corresponds to an action available to a, and
the worlds in a neighborhood represent the possible outcomes of that action.

Standard analyses of strategic ability [1,3,4,7,25] focus on the powers of
agents to force certain outcomes. From the perspective of these analyses, these
situations are the same: in all of them, a is in effect a dictator who can force any
of the outcomes, while other agents cannot prevent any outcome. Yet, there is
a clear sense in which these situations are very different. In the first scenario, a
not only can, but also must decide on p and ¢, while in the other two scenarios,
she can delegate (which may well be the optimal action—perhaps the other
agent is in a better position to make the relevant decisions). Moreover, in the
second scenario, a must decide on ¢ if she wants to decide on p, whereas in the
third scenario she can can choose on p while delegating the choice on ¢. Thus,
while these situations are the same in terms of what the agent can force, they
differ in terms of what she must force, or what she must force if she wants to
force something else. The logic that we develop in this paper will allow us to
express these significant facts in a natural way. So, for instance, the fact that
the agent is forced to choose on p is expressed by T = 7p, while the fact that
she is forced to choose on ¢ if she wants to choose on p is expressed by 7p = 7q.

A third way to view the logic is as an extension of previous work on in-
quisitive modal logic [9,10,15,17,22,26]. In that work, formulas are interpreted
over downward-closed neighborhood models, i.e., models where the set of neigh-
borhoods is closed under subsets; the key modality, denoted H, is a universal
quantifier over neighborhoods. The language with this modality was shown to
be expressively adequate for the appropriate notion of bisimulation in [13]. But
while the downward closure constraint is well-motivated under some interpre-
tations of the model (as in inquisitive epistemic logic, [15]), it may not be under
other interpretations. This paper thus generalizes inquisitive modal logic by
dropping the downward closure requirement. As we show, in this more general
setting the universal modality B is no longer sufficient to have an expressively
adequate language. Instead, we obtain an adequate language by taking the
modal conditional = as primitive (one can then define By as (T = ¢)).

The paper is structured as follows: in Section 2 we introduce and illustrate
the logic InqCM; in Section 3 we introduce the notion of bisimulation for which
our language is invariant and show a Hennessy-Milner theorem; in Section 4
we describe a Hilbert-style proof system for InqCM; in Section 5 we adapt
the standard notion of resolutions and state some useful technical lemmas; in
Section 6 we relate a fragment of InqCM to instantial neighborhood logic by
defining truth-preserving translations in both directions; in Section 7 we show
the completeness of our proof system; finally, in Section 8 we discuss a number
of directions in which the present work can be extended.



220 Describing neighborhoods in inquisitive modal logic

2 Inquisitive neighborhood logic

In this section we introduce our logic InqCM. Given a set P of atomic sentences,
the language L of the logic is given by the following BNF definition:

L pu=plLlleAp)|(e—=0)](@eVe)|(e=¢) peP

As standard in inquisitive logic, we also use the following defined connectives:
“pi=(p—= L), T:=aL, oVh:=a(mp A1), 7p:= oWV p.

The connective \, called inquisitive disjunction, is thought of as a question-
forming disjunction. Thus, e.g., whereas p V —p stands for the tautological
statement that p or —p is the case, p\ —p (denoted 7p) stands for the polar
question whether p or —p is the case, i.e., whether p is true or false.

The propositional fragment of £, consisting of formulas without the binary
modality =, is just inquisitive propositional logic [10,14]. Propositional formu-
las without \ can be simply identified with standard propositional formulas.

As anticipated in the introduction, we interpret this language over neigh-
borhood models, with the only constraint that neighborhoods be nonempty.

Definition 2.1 An inhabited neighborhood model (in-model for short) is a tu-
ple M = (W, X, V) where W is a nonempty set, X : W — pp(W) is a map such
that @ € X(w) for all w € W, and V : P — p(W) is a valuation function. We
refer to elements w € W as worlds or points, to subsets s C W as information
states or simply states, and to the elements s € X(w) as the neighborhoods
of w.

As mentioned in the introduction, one possible interpretation of these models is
as follows. Worlds w € W are stages of a dynamic process unfolding over time.
At each stage w, the relevant agent has at her disposal a set of actions, each
of which may produce a range of different outcomes depending on factors such
as randomness and the choices of other agents. Each neighborhood s € X (w)
collects all the outcomes that may result from a given action. The constraint
() & 3(w) captures the idea that an action must allow at least one outcome.
To interpret statements like p and questions like 7p uniformly, the semantics
is not given by a recursive definition of truth at a world, but by a recursive
definition of support at an information state, as customary in inquisitive logic.

Definition 2.2 [Support] Given an in-model M and a state s C W we define:
e M,skEp < sCV(p)

e MisE1L < s=10

e M,sEpANY < M,sl=pand M,s =1

e M,sEpWVY <= M,sE=por M,sE=1v¢

e M,sEp—=1y < VtCs: Mtk pimplies M,t =1

e M,sEp=219 <= YwesVteX(w): M,t = implies M, t =1

When no confusion arises, we suppress reference to M and write simply s = .
We assume that the propositional clauses are familiar from previous work in
inquisitive logic (see, e.g., [10,12]). The novelty is the presence of the modality
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=. Before discussing it in detail, it will be useful to recall some standard facts
and notions. First, the following standard properties of inquisitive logics hold:

e Persistency: if M,s = ¢ and ¢t C s then M,t = ¢;
* Empty state property: M, () = ¢ for all p € L.
Logical entailment and equivalence are defined in terms of support, as follows.

Definition 2.3 Let ® U {¢} C L. We say that ® entails ¢, denoted & = 1),
if for all in-models M and states s, if M, s |= ¢ for all ¢ € ®, then M, s = 1.
We say that ¢ is valid if O |= 1. We say that o, € L are logically equivalent,
denoted ¢ = 1, if ¢ and 1) are supported by the same states in every in-model.

Although the semantics is defined in terms of support, a notion of truth at a
world is recovered by defining M, w |= ¢ as M, {w} = ¢. One can then check
that all standard connectives have their classical truth-functional behavior, for
instance M,w E —~¢ <= M,w [~ ¢. In particular, this means that all
standard (i.e., \-free) propositional formulas have their usual truth conditions.
The set of worlds where ¢ is true is denoted |p|pr, or simply |p| if M is clear.

For many formulas in the language, support at a state s simply boils down
to truth at each world in s. We call such formulas truth-conditional.

Definition 2.4 A formula ¢ € L is truth-conditional if for all in-models M
and states s C W we have M,s = <= Yw e s: M, w |= ¢.

We now define a set £, of declarative formulas (or declaratives) as follows:
Lo axz=plll(ana)lla=a)|(vp=p) PEP,pEL

In words, a formula « is a declarative if all occurrences of \ in « are within
the scope of the modality = (either in the ‘antecedent’ or in the ‘consequent’).
In the following, we will use «, 3,7, d as meta-variables ranging over Ly, while
we use @, 1, x for arbitrary formulas in L.

Up to logical equivalence, L, is exactly the truth-conditional fragment of L.

Proposition 2.5 Every a € L, is truth-conditional. Conversely, if p € L is
truth-conditional, ¢ = a for some a € L.

Proof. The first part of the statement is proved by a plain induction on a € L.
For the second part, given any ¢ € L, let ¢¢ be the declarative obtained by
replacing any occurrence of \V which is not in the scope of = by V. A simple
induction shows that ¢ and ¢° are true at the same worlds in any model. If ¢
is truth-conditional, then since ¢ and ¢¢ are both truth-conditional with the
same truth conditions, they are equivalent. a

Note that all standard (i.e., \-free) propositional formulas are declaratives and
thus truth-conditional. For these formulas, our support semantics is equivalent
to the standard truth-conditional semantics. For an example of a formula which
is not truth-conditional, take ?p. This is supported if the truth value of p is the
same is all worlds in s, that is, we have M,s = 7p < s C |p| or sN|p| = 0.

With these preliminaries in place, let us now turn to the modality =. This
modality can be applied to ¢, € L to produce the modal formula ¢ = v. This
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formula is a declarative and so truth-conditional by Proposition 2.5. Hence, to
understand its semantics it suffices to focus on its truth conditions, which are:

MwEp=9Y < VieX(w): Mt ¢ implies M,t =

In words, ¢ = % is true at a world w if every neighborhood of w that supports
@ also supports 1. To appreciate what can be expressed by modal formulas of
this form, it is helpful to consider a number of special cases.

First, suppose «, 5 are declaratives. By Proposition 2.5, the formula o =
expresses a kind of global consequence from the perspective of the world w: for
any neighborhood s, if « is true everywhere in s, then ( is true everywhere in s.
More generally, if a, 81, ..., 8, are declaratives, a = (81 WV -\ (,) expresses
a kind of multiple-conclusion global consequence: for any neighborhood s of w,
if a is true everywhere in s then some f3; is true everywhere in s:

wkE (= \/B) < VseX(w):if s C |af then (s C|8;| for some i)

i<n

Note that, as a consequence, the negation —(a = (=81 WV ---\V f3,)) expresses
the existence of a neighborhood s such that « is true everywhere in s and for
each i < n, B; is true somewhere in s. This is exactly the meaning of a modal
formula of the form O(f8y, ..., B,; @) in instantial neighborhood semantics [6];
we will come back to the connection in Section 6. As another example, consider
the formula (?p = 7¢). This expresses the fact that any neighborhood that
settles whether p also settles whether ¢, in symbols:

wk (Tp= 7)) < Vse X(w):if (s C |p| orsgm) then (s C |q| orsgm)

Looking at Figure 1, this formula is true at worlds w; and ws, but not at ws.

An interesting feature of the language is the interplay of the two conditionals
= and —, that can be used to specify global and local restriction respectively:
while = allows us to restrict the class of neighborhoods under consideration, —
allows us to restrict the worlds in each neighborhood. Consider, e.g., the for-
mula (p = (¢ — ?r)). This expresses the following fact: if we restrict to those
neighborhoods that support p and then we restrict each of these neighborhoods
to the g-worlds, all the resulting states settle whether 7:

wkE@=(g— 7)) < VseX(w):sC |p| implies sN|q| E 7r

Similarly, the formula (?p = (?q — 7r)) expresses that if we restrict to neigh-
borhoods that settle whether p, and then look at the parts of such neighbor-
hoods where the truth value of ¢ is settled, each of these parts settles whether 7.

wl= (7p= (2q = 7)) <= Vs € Z(w) : (s C |p| or s C [p|) implies

(sN|q| = ?r and sNlq| = 77)

Another interesting observation is that from the binary modality =, we can
define two unary modalities as follows:

Hp = (T =) Sp = (p= 1)
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Since all neighborhoods of a point support T and none support L (note: here
we use the requirement that neighborhoods are nonempty!) we find that B and
& are, respectively, a universal and an existential modality over neighborhoods:

wEBp < VseZ(w): sk wE®p < IFseX(w):skEp

In particular, if @ € £ then ¢« is true at a world w if there is some neighbor-
hood s of w such that « is true everywhere in s; as discussed in the introduction,
this is the sort of fact expressed by modal formulas in a standard version of
neighborhood semantics. When a € Ly, the formula Ha is not especially inter-
esting: it says that « is true throughout every neighborhood of the given point
w, which simply means that « is true everywhere in the set Ry (w) = |J Z(w).
However, the modality B becomes very interesting when applied to a question.
For instance, consider the formula H?p: this is true if the truth value of p is set-
tled, one way or the other, in every neighborhood of the given world. Looking
at Figure 1, this formula is true at world wy, but false at wo and ws. Previ-
ous work on inquisitive modal logic [9,10,13,15,17,22,26] focused on a language
where H is the main primitive modality.® However, the semantics was based
on models that are downward closed in the following sense. *

Definition 2.6 Let M = (W, X, V) be an in-model. Its downward-closure is
MY = (W, 5+ V), where X (w) = {t CW |t # ( and t C s for some s € %(w)}.
We say that M is downward closed if M = M.

Now consider the language Lg given by the following BNF definition:
La  nu=plLlmAn)[m—mn)l0vn) By pEP

In the context of downward-closed models, Lg is equi-expressive with £. This is
a consequence of the following proposition (the easy proof is left as an exercise).

Proposition 2.7 If M is a downward-closed in-model then for any s C W,
M,sk=(p= 1) < M, sE=B(p =)

In general, however, Lg is strictly less expressive than £. Indeed, formulas of
Lg cannot distinguish a model from its downward closure (cf. Prop. 2.6 in [22]).

Proposition 2.8 Letn € Lg. Then for any M,s: M,s =n < Mt s =n.

Proof. By induction on 7. The key case is the one for n = Hf. Suppose
M, s |= Bf. Take any w € s and any state ¢t € X+(w). Then t C ¢’ for some
t' € ¥(w). Since M, s = H0 and w € s we have M, ' |= 6 and so by persistency
M,t |= 6, which by induction hypothesis gives M+t |= 6. This shows that
M*, s = B6. The converse implication is immediate since Y (w) C X+(w). O

3 Normally, a second primitive modality O is considered as well, but at least in propositional
modal logic, it can be removed from the language without loss of expressive power (see [10]).
4 A subtlety: in previous work X (w) is required to always contain (), whereas here we require
Y (w) to never contain (). However, the presence or absence of §) in X(w) is immaterial to the
semantics of £ and Lg by the empty state property. Thus, the models considered in previous
work can be safely identified with their counterparts where 0 is removed from all ¥(w).
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It is now easy to see that many ¢ € L are not equivalent to any € Lg. For
instance, consider a model M with W = {v,v'}, ¥(v) = {W} and V(p) = {v}.
Then M, v [~ &p but M+, v = &p. Thus, $p is not equivalent to any n € Lg. "

3 Bisimulation and expressive power

In a neighborhood model, it is natural to regard two worlds as equivalent if
they agree on atomic sentences and every neighborhood of the one is equivalent
to some neighborhood of the other. In turn, it is natural to regard two neigh-
borhoods as equivalent if every world in the one is equivalent to some world in
the other. This leads naturally to the following notion of bisimulation.

Definition 3.1 [(cf. [6,13])] Given models M = (W, 3, V), M' = (W', 3/, V'),
arelation Z C W x W' is a bisimulation if whenever wZw’ holds we have:

Atoms: w e V(p) < w € V/(p) for all p € P;

Forth: Vs € ¥(w)3s’ € ¥'(w') with sZs';

Back: Vs' € ¥/(w')3s € B(w) with sZs'.

Here, Z is the Egli-Milner lifting of Z, that is, sZs’ holds just in case we have:

(Vw € sFw' € s’ : wZw') and (V' € s’ FJw € 5 : wZw')

Two worlds w, w’ are bisimilar (w ~ w’) if there is a bisimulation Z with wZw';
two states s, s’ are bisimilar (s ~ s') if there is a bisimulazion Z with sZs'.

Bisimilarity can be characterized in terms of a game with two players, S(poiler)
and D(uplicator). The game alternates between world-positions (w, w’) € W x
W' and state-positions (s, s’) € p(W) x p(W’). Playing from a world position,
S picks a neighborhood of either world and D responds with a neighborhood
of the other world, leading to a state position. Playing from a state position,
S picks a world in either state and D responds with a world in the other state.
If D is unable to make a move, or if a world-position is reached where the
worlds disagree on some atomic sentence, S wins; in all other cases, D wins.
Then worlds w,w’ (respectively, states s, s’) are bisimilar iff D has a winning
strategy in the game starting from position (w,w’) (respectively, (s,s’)).

This notion of bisimulation is especially useful since it allows for standard
model-theoretic constructions like disjoint unions and (partial) tree unfoldings
(see [6] for the details), while preserving the satisfaction of InqCM formulas.

Definition 3.2 [Modal equivalence] Given models M, M’, we say that two
states s C W,s' C W’ are modally equivalent (s «~ s') if they support the
same formulas of InqCM. Similarly, two worlds w € W and w’ € W' are modally
equivalent (w «~ w’) if they make the same formulas true.

5 There is also a tight relation between our operator = and the inquisitive strict conditional
= studied in [11]. With every Kripke model M = (W, R, V') we can associate a neighborhood
model M™ = (W,Zg,V) where Sg(w) = {s C R[w] | s # 0}. Then the semantics of a
formula ¢ = 1 in the setting of M coincides with the semantic of ¢ = v in M™, and the
logic inq™ of [11] can be viewed as the special case of InqCM over a restricted class of models.
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Proposition 3.3 (Invariance under bisimulation) For any worlds w,w’,
w ~ w' implies w «~ w'; for any states s,s’, s ~ s’ implies s «~ s'.

The proof is straightforward; we include it in Appendix A for completeness.
Conversely, we can show a Hennessy-Milner theorem. For an in-model M,

we say M is image-finite if the set |JX(w) is finite for every w € W. In such

models, modal equivalence implies bisimilarity for worlds and for finite states.

Theorem 3.4 If M, M’ are image-finite, then for any worlds w,w’, w «~ w’
implies w ~ w', and for all finite states s,5", s «~ s’ implies s ~ s'.

Proof. We will show that the modal equivalence relation «~ on worlds is a
bisimulation. Suppose w «~ w’. Clearly, w and w’ satisfy the same atoms.
We show that the Forth condition is satisfied (the proof for Back is analogous).
Take a state s € £(w). By image-finiteness we can write s = {wy,...,w,} and
UX(w") = {v1,...,vm}. Note that n > 1 since neighborhoods are required to
be nonempty, and m > 1 since if m = 0 we would have ¥'(w’) = (), in which
case w and w’ are distinguished by the formula T = L. Now for each i, j, if
w; e~ v; we define §;; = T, while if w; ¢ v; we let d;; be a declarative such
that M, w; = d;; and M,v; = —d;;. Note that such a declarative exists: if
w; ¥ vj, then w; and v; disagree about the truth of some formula £ € £. Now
£ has the same truth conditions as the declarative £¢ defined as in the proof of
Proposition 2.5, so w; and v; disagree on the truth of £€¢. We can choose § = &€
if w; = £° and 0 = —€¢ otherwise.

Let v; := /\jgméij' For all j < m we have M',v; = v; <= w; e v,.
Now consider the formula:

n n

e = (\/7) =2 -n

i=1 i=1
It is easy to check that s supports the antecedent of ¢ but not the consequent, so
M, w [~ ¢. Since w «~ w', we have that M, w’ [~ ¢. So there is a s’ € ¥'(w’)
that supports the antecedent of ¢ but not the consequent. We are now going
to show that every world in s is modally equivalent to a world in s’ and vice
versa, thus showing that the Forth condition holds for «~. Since s’ = \/, ., 7,
by persistency every world v € s’ satisfies some formula ; and thus is modally
equivalent to some world in s, namely w;. For the converse, take a world w; € s.
Since s’ does not support the consequent of ¢ we have s’ = —y;. Since —;
is a declarative and thus truth-conditional, there is a world v € s’ such that
v £ —y; and so v = 7;, which means that v is modally equivalent to w;.

This proves the claim for worlds. For the claim about states, let s, s’ be
finite states with s «w s’. Since «~ on worlds is a bisimulation, it suffices to
show that every world in s is modally equivalent to a world in s’ and vice versa.
So, take w € s. Proceeding as above, we can define a declarative ,, such that
w | vy and for all v € s’ we have v = v,, <= w «~ v. Now since w € s, by
persistency we have s = —y,, and since s e~ s also s &£ —y,. Since —y,, is
a declarative and thus truth-conditional, there is some w’ € s" with w’ £ —y,,
and so w’ = 7y, which implies w «~ w’. The converse is proved analogously.O



226 Describing neighborhoods in inquisitive modal logic

It is not hard to construct examples showing that the result fails if M, M’ are
not image-finite, or if s, s’ are infinite states (even within image-finite models).

We can also introduce notions of n-step bisimilarity and show that, if P is
finite, two worlds/states are n-step bisimilar iff they cannot be distinguished by
a formula of modal depth up to n. We omit the details due to space constraints.

4 Axiomatization

In this section we describe a Hilbert-style proof system for InqCM. The propo-
sitional basis for the system consists of all instances of the axioms for intuition-
istic propositional logic, with \ in the role of intuitionistic disjunction, and all
instances of the following two axioms, where o € £y and p, 9 € L:

(DDN) - o @

(Split) (= oWVY) = (a = )V (a— )
An explicit list of the propositional axiom schemata is included in Appendix B.
We then have three axiom schemata for =, namely:

(Tran) (p=> YA =x) = (P=X)
(Conj) (p=2Y)A(p=2x) = (¢= (PAX)
(Disj) (e=2x)AW=2x) = (V)= X)

The inference rules are modus ponens and a conditional version of necessitation:

o o= o=
P =Y

If &, C L, we write ® - U if there are ¢1,...,¢, € ® and Y1,...,¢,, € ¥
such that the formula o1 A--- A, = Y1V - -V, is derivable in the system
(we allow for n = 0, in which case the relevant antecedent is T, and for m = 0,
in which case the consequent is 1). We write ¢1,...,¢, b 1, ..., 10, instead
of {¢o1,...,on} F{t1,...,¥m}, and we write ¢ 4 ¢ in case ¢ - 1 and ¥ F .
As usual, soundness is proved by checking that the axioms are valid and the
inference rules preserve validity. We omit the straightforward proof.

Proposition 4.1 (Soundness) For all ® U {¢p} C L, &+ ¢ implies @ = 1.

(MP)

(cw)

The completeness of the system will be shown in Section 7. For that, we need
to introduce one more notion which is standard in inquisitive logic: resolutions.

5 Resolutions

Following a standard recipe, we will associate to each ¢ € L a finite nonempty
set of declaratives R(¢) C L such that ¢ is equivalent to \\/ R(y).

Definition 5.1 [Resolutions (cf. Definition 7.1.24 in [10])]

¢ R(a) ={a} if a is an atom, L, or a modal formula (¢ = )
* RlpAp) ={aABlaeR(p),s € R(Y)}

* Rlp V) =R(p) UR(Y)
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o Rlp %) = {Aacrie (@ = F@) | £ R(p) = R()}

It is immediate to verify that for every declarative o € £y we have R(«a) = {a}.
The following provable normal form result uses only the propositional com-

ponent of the proof system, and can thus be proved in exactly the same way

as for inquisitive propositional logic (see Lemma 3.3.4 in [10] for the details).

Lemma 5.2 For all p € L, o 4 \/ R(p).
As an immediate corollary we have the following fact.
Lemma 5.3 For all p € L and all « € R(p), a F .

The next lemma says that if a set of declaratives derives a formula, it derives a
particular resolution of it (note that the converse holds by the previous lemma).
The proof is again standard (see, e.g., Lemma 5.6 in [11]), but we include it in
Appendix C for the sake of completeness.

Lemma 5.4 Let ' C Ly and p € L. IfT F ¢, then T F « for some o € R(yp).

We will also need a notion of resolutions for sets of formulas. A resolution of a
set @ is a set obtained by replacing each element ¢ € ® by a resolution of it.

Definition 5.5 Given ® C L, a resolution function for ® is a function f that
associates to each p € ® some f(¢) € R(p). A resolution of ® is the image of
® under a resolution function: R(®) = {f[®] | f a resolution function for ®}.

Note that if " is a set of declaratives then R(I") = {T'}.

The next lemma says that if ® fails to derive ¥, then ® can be strengthened
to aresolution I' € R(®) that still fails to derive ¥. The proof is again standard.
Since it uses only Lemma 5.2 and the propositional axioms for \, we omit it
and refer, e.g., to pp. 87-88 in [10], where the argument is given in detail.

Lemma 5.6 For all @,V C L, if I/ U then there is A € R(D) s.t. A/ V.

With these standard results at hand, we are now ready to prove the com-
pleteness of our system. Before turning to that, however, we will make use of
resolutions to relate IngqCM more precisely to instantial neighborhood logic.

6 Translating to and from instantial neighborhood logic

As discussed in the introduction, instantial neighborhood logic (INL, [6]) is
a modal language interpreted on neighborhood structures which is invariant
under the notion of bisimulation that we discussed in Section 3. The language
Line of INL is a modal language with primitive connectives = and A, and where
modal formulas have the form O(py,...,pp;0) with n > 0. The semantics is
given by a standard definition of truth at a world, where the modal clause is:

M,w = O(p1,...,pn;0) <= JseX(w): (WeEs: M,vE=o)and
(Vi<nves: Mol p)

We will show that over inhabited neighborhood models, INL has the same
expressive power as the declarative fragment of IngqCM. We prove this by defin-
ing two translations that preserve truth conditions. We define a translation
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()" : Line — Ly by letting p* = p, (—o)* = —0*, (p Ao)* = p* Ac* and,
crucially,

Op1s- -, pai0)* = (0" = (1 VoV )
As a straightforward induction shows, this map preserves truth conditions.

Proposition 6.1 Let 0 € L. For every in-model M and every world w,
MwEo < MwlkEo*.

Translating declaratives of InqCM to INL is more tricky. Take a modal formula
(¢ = 1): in general, ¢ and ¢ are not declaratives, so the translation will not
be defined on them. Instead, we first compute the resolutions of ¢ and 1,
and then assemble a translation from the translations of these. To make this
precise, we need a non-standard notion of complexity. Given «, 5 € L, we let
a < [ in case either a has lower modal depth than 8, or a and 8 have the
same modal depth and « is a subformula of 3. Clearly, < is well-founded and
thus suitable for induction. Now we define (-)* : £y — Ly recursively on <
as follows: p* = p; L* = (p A —p) for an arbitrary p € P; (a A B)* = a* A B%;
(a = B)* = =(a* A =f%); and finally:

(80 = w)* = /\ _'D(_'ﬂfa BRRE) _'ﬂ:nv Ck:)
=1

where {a1,...,an,} = R(p) and {B1,...,06m} = R(¥). Note that o is defined
since a; < (¢ = ): this is because «; has the same modal depth as ¢, which
is lower that the modal depth of (¢ = ). A similar argument goes for 3;.

Proposition 6.2 Let a € L, be any declarative in IngCM. For any in-model
M and world w we have M,w E o < M,w E o*.

Proof. By induction on <. We focus on the induction step for a = (¢ = ).
Let R(p) = {a1,...,an} and R(¢) = {B1,...,Bm}- Take any in-model M and
any world w in M. We will show that M, w & (¢ = @) iff M, w = (¢ = ¢¥)*.
The second step uses Lemma 5.2, while the fourth step uses Proposition 2.5.

w (¢ = 1)

ds e X(w) : s = and s FE ¢

dseX(w):sE \\/zgn a; and s £ \\/jgm B

ds € ¥(w) : Fi < n(s = «a;) and V5 < m(s (= 5;)
JseZ(w): I <nMves:vEaq)and Vi <m(Fv e s: vl F;)
F<nIseX(w): (Mwes:viEaq)andVji<m(Fv e s:vlE=p))
Ji<nds€ X(w): (Vv €s:vaf)and Vj <m(Jv € s: v —pF)
Ji<n:w ': D(_'va"'v_'ﬁ:(n;a?)

w i Ny ~D(BY, -, Bl 07)

w (92 0)*

Again, note that we can use the induction hypothesis on «; since «; < (¢ = ):

indeed, «; has the same modal depth as ¢, which is lower than the one of
(¢ = ). A similar argument goes for §;. ad

Freeeesey



Ciardelli 229

A couple of remarks on this translation. First, note that given a formula
o € LiNL, the size of o grows linearly on the size of . By contrast, since the
number of resolutions of a formula ¢ € L grows exponentially in the length of ¢
due to the clause for implication, the size of the translation of a formula o € £,
may grow exponentially in the size of a. It seems natural to conjecture that
this is inevitable for such a translation, and thus that InqCM is exponentially
more succinct than INL, but we will not try to prove this here.

It is also worth noting that this strategy, that relies crucially on resolutions,
would not be viable in the setting of inquisitive predicate logic, where no ana-
logue of resolutions is available. It is natural to conjecture that a first-order
version of InqCM would be strictly more expressive than a first-order version of
INL (for readers familiar with inquisitive logic, a challenge would be to translate
formulas like B(Vz?Px — Va?Qx), which say that in every neighborhood s of
w the extension of ) is functionally determined by the extension of P).

7 Completeness

We will now prove that our axiomatization is complete by constructing a canon-
ical model. Call a set I' C L, of declaratives a complete theory of declaratives
(CTD for short) if (i) T is deductively closed w.r.t. declaratives: if I' - o and
a € Ly then o € T; (ii) T is complete: for all « € £, exactly one of a and —«
isin I' (thus, L € T', since T € I by (i)). Now if S is a set of CTDs, we let
NS={aely|aeTl forall T € S} (thus, in particular, (0 = £).

Remark 7.1 For any set S of CTDs, (S F « and « € £ implies « € [\ S.
With any set A C L, of declaratives we can associate a set of CTDs, namely,

the set of its complete extensions: Sa = {I' | I"is a CTD and A C I'}. The
following Lindenbaum-type lemma is proved by the usual saturation argument.

Lemma 7.2 If A C L) and A/ L, then Sa # 0.
For any A C £, the sets A and [ Sa prove the same formulas.
Lemma 7.3 Forany AC Ly and p € L: A ¢ < (Sal ¢.

Proof. The direction = is clear as A C [ Sa. For the converse, suppose for
a contradiction that for some ¢ we had () Sa F ¢ but A/ ¢. Since () Sa is a
set of declaratives, by Lemma 5.4 we have (| Sa F a for some o € R(¢p). Since
A F o, it follows by Lemma 5.3 that A I/ a. By the axiom ——a — «, this
implies A t/ =—a, and therefore A, -a t/ L. So by Lemma 7.2 there is a CTD
I'" such that AU {-a} CT'. Since I € Sa and o € I'" we have a € [ Sa, so
by Remark 7.1 we have (| Sa I/ o, which is a contradiction. a

We now define a canonical model based on complete theories of declaratives.
Definition 7.4 The canonical model for InqCM is M€ = (W€ %€ V<) where:
e W¢€ is the set of complete theories of declaratives;

e XT)={S#0|Vp,p e L:(p=1) el and S+ ¢ implies S+ ¥}
e Ve(p)={T'eW*[pel}
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The following analogue of the standard existence lemma is the key to the com-
pleteness proof.

Lemma 7.5 (Existence Lemma) If I’ is a CTD and (p = ) € T, there
exists a state S € () such that (S F ¢ and (St .

Proof. Here we provide the outline of the argument, referring to Appendix D
for some technical details. Given two sets ®, U C L, we write ® = W if there

are p1,...,¢n € ® and ¢u,...,Yn € ¥ with (A<, i) = (V< ¥i) €T
Step 1. We show that ® U {x} =r ¥ and ® =1 U U {x} implies & = ¥.

This is where the modal part of the proof system is used in a crucial way. We
refer to to Appendix D for the details of this step.

Step 2. We partition £ into two sets L,R with ¢ € L, ¢ € R, and L % R.

For this, we use Step 1 within a saturation procedure familiar from intuitionistic
and inquisitive logic (cf. §3.3 of [16] and [20]). See Appendix D for the details.

Step 3. We construct the required state S.

Since L #r R, the rule (CN) guarantees that L I/ R. By Lemma 5.6 we can find
aset A € R(L) with A I/ R. We can now take S = Sp ={I" e W | A CT"}.
We need to verify that (i) (.S F ¢, (ii) (S I/ ¢ and (iii) S € X¢(T).

e For (i), recall ¢ € L. Since A € R(L), for some o € R(p) we have a € A.
By Lemma 5.3, A - ¢, and thus by Lemma 7.3 [ S F .

e For (ii), recall ) € R. Since A I/ R we have A I/ v¢. By Lemma 7.3, (S I/ 4.

* For (iii), first note that since A I R, we have A I/ 1, so by Lemma 7.2 S # (.
Next, suppose (xy = &) € ' and (S F x. By Lemma 7.3, A | x. Since by
construction A F R, it follows that x € R, so x € L. Now we must have £ € L
as well, for if we had £ € R it would follow from (y = £) € T' that L =r R,
contrary to what we saw. Since £ € L and A € R(L), for some a € R(&) we
have o € A, so by Lemma 5.3 A | £. Finally, Lemma 7.3 gives (S F &.

O

The bridge between derivability in our proof system and semantics in M€ is
given by the following support lemma, which generalizes the usual truth lemma.

Lemma 7.6 For all states S CW*€ and allp € L: M, S E ¢ < [SF .

Proof. By induction on ¢. The cases for atoms and connectives are standard
(cf. pp. 90-91 in [10]). We spell out the inductive step for ¢ = (¢ = x).
Suppose (S F (¢ = x). Take a world I € S and a state T € £°(T") with
Me, T |= ¢. By induction hypothesis we have (T F . Since I' € S we have
NS CT,sol'k (¢ = x). Since (¢ = x) € Ly, it follows that (¢ = x) € T.
By definition of 3¢, from (¢ = x) € T and (T F ¢ we can conclude (T F x,
which by induction hypothesis gives M€, T = x. Hence, M€, S E (¢ = x).
For the converse, suppose (S I/ (¢ = x). Then there is some " € S such
that (¢ = x) ¢ I'. By the Existence Lemma (Lemma 7.5) there is a state
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T € 3¢(T) such that (T F ¢ and (T I/ x, which by induction hypothesis
means that M¢, T | and M, T [~ x. Hence, M€, S}~ (¢ = x). O

Finally, we use this lemma to establish the strong completeness of our system.
Theorem 7.7 (Completeness) For all ® U {y} C L, ® =1 implies O - 1.

Proof. Suppose @ I/ ¢. By Lemma 5.6 we can find a A € R(®) with A I/ 1.
Note that since A € R(®), for all ¢ € ® there is some o € R(p) with a € A,
which by Lemma 5.3 gives A  ¢. Now take Sa = {I" € W¢ | A CT'}. By
Lemma 7.3, () Sa F ¢ for all ¢ € @, while [ Sa I/ 9. By the support lemma, in
the model M€ the state Sa supports all formulas in ® but not ¥, so ® [~ .0

8 Further work

We close by outlining a number of directions for future work. First, it would
be natural to relate the expressive power of InqCM to that of first-order logic
over neighborhood models, viewed as two-sorted structures. One could define
a standard translation and aim for a van Benthem-style characterization of
IngCM as the bisimulation-invariant fragment of first-order logic. For inquisitive
modal logic over downward closed models, such a result was proved in [13].

Second, it would be interesting to develop modal correspondence theory
for InqCM, relating the validity of InqCM-schemata over a neighborhood frame
(W, %) to corresponding frame properties. For instance, given an appropriate
notion of validity, one can show that the schema (¢ = ¥) — BH(¢ — ) is valid
on a finite neighborhood frame (W, X) if and only if 3 is downward closed, in
the sense that ¥ = X+ (cf. Definition 2.6). Relatedly, it would be interesting
to investigate the logic of frame classes arising from natural constraints on X.

One should also explore what happens when we allow empty neighborhoods.
Presumably, this makes little difference, provided the clause for = is explicitly
re-cast as “for all non-empty s € X(w)...”. Our language £ would, of course,
be unable to tell whether or not @ € 3(w), but this could be fixed by adding a
modal atom empty, which is truth-conditional with truth conditions given by
w = empty <= 0 € X(w). We expect that all the results in this paper can
be replicated straightforwardly for this extended language.

Finally, it would be interesting to look at concrete interpretations of IngCM.
One salient interpretation that we mentioned is in terms of action and ability.
This interpretation naturally calls for an extension to the multi-agent setting;
in fact, it would be natural to consider not only the abilities of single agents,
but also those of groups, leading to an inquisitive extension of coalition logic
[25] capable of expressing facts such as “by acting, the coalition of a and b is
bound to settle whether p one way or the other” or “the coalition is bound to
force p if they want to force ¢” (see [5,18] for parallel multi-agent extensions of
instantial neighborhood logic). Such a logic could, in turn, be further extended
with the resources of temporal logic to talk about long-term strategic abilities,
leading for instance to an inquisitive extension of ATL [3,19].
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Appendix
A Proof of Proposition 3.3 (bisimulation invariance).

In this section we give the proof of Proposition 3.3. It suffices to prove the claim
for information states, since the claim about worlds is obtained as a special case
(note that (w ~w') <= ({w} ~ {w'}) and (w «w W) <= ({w} «w {w'})).

So, take two in-models M, M’. We will prove that for every ¢ € £ we have:

Vs CWVs CW': (s~ ') implies (M,s = < M' s E )

We show this by induction on . The inductive cases for A and \ are immediate;
we spell out the remaining cases.

e (is an atom p € P. Suppose s ~ s' and let Z be a bisimulation with sZs’.
Suppose M, s = p. Then s C V(p). Now take any w’ € s’. Since sZs’ there is
w € s with wZw', and since Z is a bisimulation, w € V(p) < w’ € V'(p).
Since w € V(p), we have w’ € V'(p). Since w’ was arbitrary in ', it follows
that s' C V(p) and so M', s’ = p. The converse direction is analogous.

e o = 1. Simply observe that if s ~ &, either s, s’ are both empty or neither is.

¢ ¢ = (1) = x). Suppose s ~ s'. We first show that every ¢t C s is bisimilar to
some ' C s’ and vice versa. Let Z be a bisimulation with sZs’. Given t C s,
define t' = {w’ € s’ | 3w € t : wZw'}. We claim that tZt'. To see that this
is the case, take w € t. Since sZs’ we have wZw' for some w’ € s’, and then
w’ € ' by definition of ¢'. So for all w € t there is a w’ € t' with wZw’. The
converse is obvious from the definition of ¢'. So ¢ ~ ¢’. The claim that every
subset of s’ is bisimilar to some subset of s is proved analogously.

Now suppose M, s £ 1 — x. Then there is a state ¢t C s with Mt = ¢
and M,t [~ x. By the previous argument there is ¢ C s’ with ¢ ~ /. By
induction hypothesis we have M’ ¢’ |= ¢, and M’ t' = x,s0 M',s' e — x.
The converse is proved analogously.

e o = (1 = x). Suppose s ~ s’ and let Z be a bisimulation with sZs’.
Suppose M, s }= (¥ = x). So there are a world w € s and a state t € X(w)
such that M,t = but M,t [~ x. Since sZs', there is a world w’ € s’ with
wZw', and then by the Forth condition there is a t' € ¥/(w’) with tZt', and
thus with ¢ ~ t/. By induction hypothesis we have M’, ¢ |= ¢ but M’ ¢’ }~ ¥,
which shows that M’, s’ & (¢ = ). The converse is proved analogously. O

B Propositional axioms for InqCM

The propositional axioms of InqCM are all instances of the following schemata,
where p,19,x € L and a € Ly:

c =W —9)
clp=W—=x) = (e—=9) = (p—x)
s> WY

YNy =9, pNANY =Y
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c o= pWVY, Y=eWVY

cp=x) = (W —=x) = (pVY = X))

e Ll =y

¢ T —

e (a—=pWY) = (a—= )V (a— )

The first seven schemata are simply schemata for intuitionistic logic with W

identified with intuitionistic disjunction, while the last two schemata are specific
to inquisitive logic (see [10] for discussion of their significance).

C Proof of Lemma 5.4

We first show the following claim:
If F ¢, then F « for some a € R(p) (C.1)

We proceed by induction on the length of the shortest proof of ¢. If ¢ is
provable with a proof of length 1, ¢ is an axiom. Suppose ¢ is a propositional
axiom: then we can check case-by-case that some resolution of ¢ is a classical
tautology. By way of example, suppose ¢ is an instance of ¢ — (x — ¢); then
the following resolution of ¢ is a classical tautology:

A @@= A B-a)

a€R(¢) BER(xX)

But in restriction to declaratives, our system contains a complete set of axioms
for classical propositional logic, and so it proves all classical tautologies.
Next, suppose ¢ is an instance of one of the modal schemata (Tran), (Conj),
or (Disj). Then ¢ is a declarative, and so R(p) = {¢} (recall that R(«) = {a}
for every declarative a). Thus, (C.1) holds trivially.
Now consider the inductive case. We have only two cases to consider:

(i) ¢ = (¢ = x) can be obtained by (CN). In this case, ¢ is a declarative, so
R(p) = {p} and (C.1) holds trivially.

(ii) ¢ can be obtained by (MP) from formulas ) — ¢ and ¢ which are prov-
able with shorter proofs. By induction hypothesis, the system proves a
resolution v of ¢» — ¢ and a resolution [y of ). By definition of reso-
lutions of an implication, v has the form Agcr ) (8 = f(B8)) for some
f:R() = R(p). But then, clearly, f(8o) is a provable resolution of .

This completes the inductive proof of (C.1). To prove Lemma 5.4, suppose

I' C Lyand I' F ¢. This means that -y, A---A~,, — ¢ for some y1,...,v, € .

Let v :=71 A+ Aqn: since v is a declarative we have R(y) = {v}. Thus, by

definition of resolutions of an implication, we have:

Ry—=o)={v—=>f()1f:{} =>R(@}={y = alacR(p)}

Since F v — ¢, it follows from C.1 that F v — « for some resolution a € R(yp),
which shows that I' - a. ad
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D Proof of Lemma 7.5 (existence lemma).

In this appendix we provide the missing details from the proof of Lemma 7.5.
Step 1. Show that if U {x} =r ¥ and ® = ¥ U {x}, then & = 0.

Suppose ¢, x =r Vand & = U, x. Sothere are 1,...,0n, Pntls---sPntm €
® and Y1, ..., Un, Vrt1, - ., Yrtr € ¥ such that:

n h m k
(e /\ vi) = 1\\7/_%) el ((/\ Pnti) = (X V \yl Yhyi)) €T

We show that I' contains ((A\;<, 1., ¥i) = (Vi<pir i), witnessing ® = .
To ease notation, we spell out the details for the case n = m = h =k = 1, but
the general case is completely analogous. It suffices to show that:

(L1 AX = 1), (P2 = P2V x) F (1 A2 = 1 V)

Since the formulas on the left-hand-side are in I" and T" is closed under deduction
of declaratives, so is the conclusion.

First note that the following formula is provable in the propositional com-
ponent of the proof system using the standard axioms for A and \:

01 A (P2 WV X) = Y2 WV (01 A X) (D.1)

In the following derivation, we indicate explicitly only the modal axioms and
rules involved in the reasoning, omitting reference to propositional axioms and
rules. For simplicity, we use the formulas (o1 A x = 1) and (p2 = 2V X)
as premises; this is legitimate since we will not use conditional necessitation on
these formulas or anything inferred from them. Rewriting the argument with
the relevant formulas used as antecedents is tedious but straightforward.

1. P1AX = U (premise)

2. Y2 = P2V Y (premise)

3. 1A P2 = @1 (CN) from axiom @1 A 2 — ¢1
4. ©1 N P2 = 9 (cn) from axiom @1 A @2 — @2
D. Y1 AP = P2V X (Tran), 4

6. P11 APp2= o1 A(P2VX) (Conj), 3

7. V1 A (V2 WV x) = P2V (p1 Ax)  (CN) from (D 1)

8. 01 A2 = Y2V (p1 AX) (Tran), 6

9. 1 = Y1V (cN) from axiom 1 = Y1V P
10. o = P Wby (cN) from axiom g — 11 WV o
. o1 AX = 1V (Tran), 1

12, oW (p1 AX) = 1 Vi (Disj), 10 11

13, @1 Aps = 1 Vs (Tran), 8, 12

Step 2. We partition £ into two sets L,R with ¢ € L, ¢ € R, and L % R.

Fix an enumeration (x)nen of all formulas in £ (we assume L is countable,
though this is not strictly necessary). We define a sequence of sets (L, )nen and
(Ry)nen as follows:
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* Lo ={¢},Ro = {¢}
e if L, U{xn} Zr Ry, welet L,y1 :=L,U{x,} and R,,41 =R,
e if L, U{xn}=r Ry welet L,y; :=L, and R11 =R, U {xn}

We will show by induction on n that L,, %r R,. For n = 0 this amounts to
(¢ = 1) € T, which is true by assumption. Now suppose this is true for n and
consider n + 1. If L, U {xn} &1 R,, the claim is obvious from the definition.
So, suppose L, U{x»n} =r R,. Since by induction hypothesis L,, Zr R,, Step 1
above implies L, Z1 R,U{xx}, which by definition amounts to L,,11 &1 Ru1.
Now let L = J,cnLn and R = {J,,cyy Rn. We have L Zr R, since otherwise
there would be an n such that L, =1 R,. Moreover, L and R form a partition
of L: by construction, every formula occurs in either set, and no formula can
occur in both (if x € LN R, then since (x = x) € T’ we would have L =r R).
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