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Abstract

We study algorithmic properties of first-order predicate monomodal logics of the
frames (IN, <) and (IN, <) in languages with restrictions on the number of individual
variables as well as the number and arity of predicate letters. The languages we
consider have no constants, function symbols, or the equality symbol. We show
that satisfiability for the logic of (IN, <) is £i-hard in languages with two individual
variables and two monadic predicate letters. We also show that satisfiability for the
logic of (IN, <) is Y1-hard in languages with two individual variables, two monadic,
and one O-ary predicate letter. Thus, these logics are ITi-hard, and therefore not
recursively enumerable, in languages with the aforementioned restrictions. Similar
results are obtained for the class of first-order predicate monomodal logics of frames
(N, R), where R is a binary relation between < and <.
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1 Introduction

The present paper aims to contribute to the understanding of the algorithmic
properties of first-order predicate modal logics in languages with restrictions on
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the number of individual variables, as well as the number and arity of predicate
letters.

Interest in the algorithmic properties of non-classical, mostly modal and
superintuitionistic (intermediate), predicate logics in restricted languages is a
natural outgrowth of the extensive research into the Classical Decision Prob-
lem [5]. The study of the Classical Decision Problem aims, in light of undecid-
ability [10] of the classical first-order predicate logic QCI, to identify maximal
decidable and minimal undecidable fragments of QCI, i.e., the decidable frag-
ments that become undecidable when slightly extended and the undecidable
fragments that become decidable when slightly restricted. A similar effort has
more recently been made to better understand the borderline between the de-
cidable and the undecidable in predicate modal and superintuitionistic logics,
mostly by looking at the fragments obtained by limiting the number of indi-
vidual variables, as well as the number and arity of predicate letters, allowed
in the construction of formulas [28], [31], [33], [34], [13], [3], [15], [47], [27],
[41], [36].

In the present paper, we attempt to identify the minimal computationally
hard fragments of the predicate monomodal logics of the frames (IN, <) and
(N, <), i.e., the natural numbers with a natural, respectively, strict and partial
order. Interest in these logics is motivated by at least three considerations.

First, these logics are algorithmically quite hard: even thought the ex-
act complexity seems to be unknown, they are, as follows from Lemmas 3.1
and 4.1 below, I13-hard. Most research into the algorithmic properties of non-
classical predicate logics, as can be seen from the references above, has dealt
with (un)decidability. While it is natural that (un)decidability is the main
concern in the study of the Classical Decision Problem, it is to be expected
that predicate modal logics are computationally harder than QCI; therefore,
research into their algorithmic properties should involve identifying minimal, in
the above sense, fragments that are hard in certain classes of the arithmetical,
or the analytical, hierarchy. The only study to date, as far as we know, of algo-
rithmic properties of the fragments of not recursively enumerable monomodal
predicate logics has been the investigation [36] of the fragments of not recur-
sively enumerable [43], [39, Lemma 3.3] monomodal predicate logics of finite
Kripke frames (as discussed in [42], both the logics of finite frames and the log-
ics considered here fall into the category of “awkward” predicate modal logics
based on essentially second-order Kripke semantics).

Similar questions have, however, been studied in the context of richer pred-
icate languages containing multiple modal operator—most recently by I. Hod-
kinson, F. Wolter, and M. Zakharyaschev [24], [47] (see also [14, Chapter 11];
for earlier work, see [2], [45], [46], [1], and [32]). The methods used in this paper
are partially inspired by [47, Theorem 2.3], where a ¥}-hard tiling problem is
encoded using a predicate language with two modal operators, one correspond-
ing to an atomic accessibility relation and the other to the reflexive transitive
closure of that relation. A similar result [24, Theorem 2] has been obtained for
the temporal predicate logic of (IN, <), i.e., a predicate logic with two modal
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operators, one for the “immediate successor” relation on IN, the other for its
reflexive transitive closure, the partial order < (of course, both of these can
be expressed with a single binary temporal opertator “until”). The novelty
of the present work lies, first, in obtaining a similar encoding for languages
with a single unary modal operator and, second, similarly to [41] and [36], in
further reductions to languages with only two monadic predicate letters—the
encodings used in [24, Theorem 2] and [47, Theorem 2.3] require an unlimited
supply of monadic predicate letters.

Second, the logics considered here are determined by linear frames, i.e.,
frames with a restriction on the branching factor in the sense that we cannot
freely append to a world of a frame another frame without breaking the struc-
ture of the original frame. Modelling, in languages of such logics, of predicate
letters with a limited number thereof presents certain difficulties: the methods
used in [41] and [36]—which can be traced back to, and inherit the limitations
of, the propositional-level techniques used in [20], [7], [38], [37] and [40]—are
inapplicable in this setting. On the other hand, the methods used in [4] do
not seem to be readily applicable to logics of transitive frames, such as (IN, <)
and (N, <). In this respect, the method used here should be of relevance in
the study of the algorithmic properties of monomodal logics of various kinds
of structures—such as reflexive and irreflexive trees with a limited branching
factor—where similar restrictions apply.

Third, the structure (IN, <) has long been considered to be a natural model
of the flow of time (see, e.g., [19], [17]), and so interest in the algorithmic
properties of the predicate modal logics of this structure is partially motivated
by applications of first-order temporal logics [9], [8], [17], [24], [25], [23], [14,
Chapter 11], [29], [11], [21]. Clearly, the negative results, like those presented
here, obtained for languages whose expressive power is weaker than those of
predicate temporal logic are directly relevant to that area.

The paper is structured as follows. In Section 2, we introduce the necessary
preliminaries on predicate modal logic. In Section 3, we present our results
on the logic of (IN, <). In Section 4, we present similar results on the logic of
(IN, <). We conclude by discussing problems for future research in Section 5.

2 Preliminaries

In this section, we recall the standard definitions related to predicate modal
logic, our aim being mainly to fix the terminology and notation used throughout
the paper; the reader wishing more background on predicate modal logic may
consult [26], [12], [18], [6], and [16].

An unrestricted first-order predicate modal language—as considered in this
paper—contains countably many individual variables; countably many pred-
icate letters of every arity, including zero (0-ary predicate letters are propo-
sitional variables); the propositional constant L (falsity), the binary propo-
sitional connective —, the unary modal connective O, and the quantifier V.
Formulas, as well as the symbols =, V, A, <>, 3, and <, are defined in the usual
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way. We also use the following abbreviations, where n € IN:
DOp =g, O"lp=00"%, Op=-0"p,
Otp=pAO0p, Otp=pVop.

When parentheses are omitted, -, O, V, and 3 are assumed to bind tighter
than A and V, which are assumed to bind tighter than — and <. We usually
write atomic formulas, or atoms, in prefix notation; for some predicate letters,
however, we use infix.

A normal predicate modal logic is a set of predicate modal formulas contain-
ing the validities of the classical predicate logic QCI, as well as the formulas of
the form O(¢ — ¥) — (Op — Ov), and closed under predicate substitution,
modus ponens, generalisation, and necessitation. 3

We use the Kripke semantics to interpret predicate modal formulas.

A Kripke frame is a tuple § = (W, R), where W is a non-empty set of
worlds and R is a binary accessibility relation on W. If wRv, we say that v is
accessible from w or that w sees v. We say that v is accessible from w in k
steps, for k > 1, if wR*v, where R* is the k-fold composition of R with itself.

A predicate Kripke frame with expanding domains is a tuple
§p = (W,R,D), where (W,R) is a Kripke frame and D is a function
from W into the set of non-empty subsets of some set, the domain of Fp;
the function D is required to satisfy the condition that wRw’ implies
D(w) € D(w'). We call the set D(w) the domain of w. We often write D,
for D(w). We also consider predicate frames satisfying the stronger condition
that wRw' implies D(w) = D(w'); we call such frames predicate frames with
(locally) constant domains. Whenever we say predicate frame simpliciter, we
mean predicate frame with expanding domains.

A Kripke model is a tuple 9 = (W, R, D, I), where (W, R, D) is a predicate
Kripke frame and I, called the interpretation of predicate letters with respect to
worlds in W, is a function assigning to a world w € W and an n-ary predicate
letter P an n-ary relation I (w, P) on D(w), i.e., I(w, P) C D™(w); in particular,
if P is O-ary, I(w, P) C D°(w) = {()}. We often write P1* for I(w, P). We
say that a model (W, R, D, I) is based on the frame (W, R) and is based on the
predicate frame (W, R, D).

An assignment in a model is a function g associating with every individual
variable z an element g(z) of the domain of the underlying predicate frame.
We write ¢’ = g to mean that assignment ¢’ differs from assignment ¢ in at
most the value of z.

The truth of a formula ¢ at a world w of a model 9t under an assignment
g is defined inductively:

o M w9 P(xy,...,x,) if (g(z1),...,9(x,)) € P, where P is an n-ary
predicate letter;

3 The reader wishing a reminder of the definition of these closure conditions may consult [16,
Definition 2.6.1]; for a detailed discussion of predicate substitution, see, e.g., [16, §2.3, §2.5].
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M, w E9L;

M, w =9 o1 — o if M w =9 @1 implies M, w 9 ¢o;

M, w =9 Oy if wRw' implies M, w' =9 q;

M, w =9 Ve @y if M, w =9 ¢4, for every ¢’ such that ¢ < g and ¢/ () € D,

Notice that, given a Kripke model 9 = (W, R, D, I) and w € W, the tuple
My = (D, L), where I,,(P) = I(w, P), is a classical predicate model.
Let M = (W,R,D,I) be a model, w € W, and ay,...,a, € Dy; let

also p(z1,...,2,) be a formula whose free variables are among x1,...,Z,.
We write M, w = ¢(ai,...,a,) to mean M w =9 p(x1,...,z,), where
g(z1) = a1,...,9(x,) = a,. This notation is unambiguous since the languages

we consider lack constants.

We say that a formula ¢ is true at a world w of a model M (in symbols,
Mw | ) if Mw E? @, for every g assigning to the free variables of ¢
elements of D,,. We say that ¢ is true in a model M (in symbols, M = ¢)
if M, w = @, for every world w of M. We say that ¢ is valid on a predicate
frame Fp (in symbols, Fp = ¢) if ¢ is true in every model based on §p. We
say that ¢ is valid on a frame § (in symbols, § | ¢) if ¢ is valid on every
predicate frame (§, D). These notions, and the corresponding notation, can be
extended to sets of formulas, in a natural way.

We write w |= ¢, rather than 9%, w |= ¢, when 9 is clear from the context.

It is well known that the set of formulas valid on a class of frames is a
normal predicate modal logic; this fact is sometimes referred to as soundness
of Kripke semantics.

In this paper, we are mostly interested in the logics of frames (IN, <) and
(IN, <); these logics are denoted, respectively, L(IN, <) and L(IN, <).

Observe that L(IN, <) ¢ L(IN, <) since (N, <) = Z and (N, <) & Z, where
Z =0(0p — p) — (¢Op — Op). Also observe that L(IN, <) € L(IN, <) since
(N,<) EOp — pand (N, <) = Op — p.

3 The first-order logic of (IN, <)

In this section, we prove that satisfiability for the logic L({IN, <)) is ¥1-hard—
hence, L({IN, <)) is II}-hard, and therefore not recursively enumerable—in lan-
guages with two individual variables and two monadic predicate letters.

We do so by encoding the following recurrent tiling problem for IN x IN,
known to be ¥1-complete [22].

We are given a set of tiles, a tile ¢ being a 1 x 1 square, with a fixed
orientation, whose edges are “colored” with left(t), right(t), up(t), and down(t).
A tile type is fully determined by the edge colors. Every tile belongs to one
of the finitely many types T = {to,...,t,}, there being an unlimited supply
of tiles of each type. A tiling in an arrangement of tiles such that the edge
colors of the adjacent tiles match, both horizontally and vertically. We are
to determine whether there exists a tiling of an IN x IN grid, with tiles of the
given types, such that a tile of type to occurs infinitely often in the leftmost
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column. More precisely, we are to determine whether there exists a function
f:IN x IN — T such that, for every n,m € NN,

(T1) right(f(n,m)) = left(f(n +1,m));

(T2) up(f(n,m)) = down(f(n,m +1));

(T5) the set {n € N: f(0,n) =to} is infinite.
The idea of the encoding we use is based on [14, Theorem 11.1] (see also [44],
[30], [47], and [27]). To make the underlying idea clearer, we initially encode the
recurrent tiling problem with predicate modal formulas of two individual vari-
ables, without regard for the number of predicate letters used; such a concern
would complicate the formulas and, possibly, obfuscate their meaning. Sub-
sequently, we eliminate all but two monadic predicate letters in the formulas
obtained in the initial encoding.

Let < be a binary—while M and P, for every t € T, monadic—predicate

letters. Let (for brevity, we write I, r, u, and d rather than left, right, up, and
down)

Ay = VaIy (z ay);

Ay = VaVy[(z ay — O(z ay)) A (~(z ay) = O=(z ay)));
Az = Jdx M (z);

Ay = VaVy (zay — OF(M(z) & OM(y) A =02 M (y)));
As = Otz [;/T Py(z) At//;\ét(Pt(x) — =Py (2))];

Ag

Vavy A\ [BF (@ ayAP(x) = V Pu(y));
teT r(B)=1(t")

A7 = VaVy té\T[DWM(«'E) A Pi(y) = B3y (z gy A M(y)) %(t)yd(t’l)jt/ W);

Ag =Vz (M(l‘) — DOPto(x))v

Let A be a conjunction of formulas A; through Ag. Notice that A contains
only two individual variables.

One may think of the relation represented by x <y as an “immediate suc-
cessor” relation associated with a strict partial order. Then, A5 says that this
“order” is preserved throughout the frame. One may think of an element a of
the domain D,, of the world w such that w = M(a) as “marking” the world
w; so, we occasionally say that a is the mark of w. Then, formulas A3 and
Ay can be understood as saying that every world in a model is “marked” with,
as we shall see, a unique element of its domain and that the order of marks
of successive worlds agrees with the relation <. This, as we shall see, gives us
an IN x IN grid whose rows correspond to the worlds of the frame (N, <) and
whose columns correspond to the (common) elements of the domains of the
worlds. Building on this, formulas A5 through Ag describe a sought tiling of
thus obtained grid. This is made precise in the following



Rybakov, Shkatov 529

3 0 M(3) Pros(0) Pras(l)  Prasz(2) Prss3)
2 ¢ M(2) Pro20) Prag(l) Pre2(2) Pre2d)
1 e M(1) Pro1)(0) Praa(l)  Prei(2)  Prea3)
0 e M(©0) Proo®) Praold) Preon2 Preol3)

Fig. 1. Model Mo

Lemma 3.1 There exists a recurrent tiling of IN x IN if, and only if,

(N, <) £ —A.

Proof. (“if”) Suppose that 9, m = A, for some model M = (N, <, D, I) and
some m € IN; we may assume without loss of generality that m = 0.

Since 0 = Ag, there exists ag € Do such that 0 = M (ag).

Since 0 |= Aj, there exists an infinite sequence ag, a1, ag, . .. of elements of
Dy such that ag </9 aq <f0ag <0 ... .

Since 0 = Ay, clearly, ag </'™ ay </ ay <l ..., for every n € IN.

Since 0 |= Ay, clearly, n = M(a,,), for every n € IN.

We next show that ag, ai,as, ... are pairwise distinct.

Suppose otherwise, i.e., let a; = a;qk, for some i,k € IN. Then, as
we have seen, i = M(a;) and i + k |E M(a;4x). Since a; = ajtk, we
obtain ¢ + k | M(a;) and hence, by A4, i + k+ 1 &= M(a;+1). Thus,
il M(a;) > OM(a11) A —O?M(a;41), a contradiction.

Therefore, w = M (ay) if, and only if, w = k.

Since 0 |= As, for every m,n € IN, there exists a unique ¢ € T such that
m = Pi(ay). We can, therefore, define a function f: IN x N — T by

f(n,m) =t, where t is such that m = P;(a,).

Since 0 = Ag A A7 A Ag, the function f satisfies (77) through (73). Observe
that the subformula Jy (x <y A M (y)) of A7 ensures that a vertically matching
tile ¢’ is placed right on top of the current tile ¢.

Therefore, f is a recurrent tiling of IN x IN with T'.

(“only if”) Suppose that f is a function satisfying (737) through (73). We
define a model My, based on (IN, <), satisfying A.

To define My, let D,, = N, for every n € IN, and let I be an interpretation
function such that, for every n € IN,

snkEkal = I=k+1;
e nlEMk) = k=mn;
e nlE P(k) = f(k,n)=t
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Finally, let My = (IN, <, D, I) (see Figure 1).
It is straightforward to check that My, 0 = A. O

Thus, in the proof of the “if” part of Lemma 3.1, we obtained a grid for the
tiling by treating the worlds of the model 9 as rows and elements ag, a1, as, . ..
of the domain Dy of world 0 as columns.

We now make, in the following remarks, a few observations about those
properties of the model 9y defined in the proof of the “only if” part of
Lemma 3.1 that we will rely on later on.

Remark 3.2 The model 91, defined in the “only if” part of the proof of
Lemma 3.1 is based on a predicate frame with a constant domain; even though
this domain is IN, we denote it by D when we wish to emphasize that we are
talking about the domain, rather than the set of worlds, of 9.

Remark 3.3 In the model 9y defined in “only if” part of the proof
Lemma 3.1, the valuation of the binary predicate letter < is the same at every
world.

Remark 3.4 In the model 97, defined in “only if” part of the proof of
Lemma 3.1, each world is marked with a unique element of the common domain,
i.e., for every w € IN, there exists a unique a € D such that w E M (a).

We next eliminate, in a satisfiability-preserving way, all but two monadic
predicate letters of the formula A, without increasing the number of individual
variables in the resultant formula; we, thus, obtain a reduction of the IN x IN
recurrent tiling problem to satisfiability in L({IN, <)) in languages with two
individual variables and two monadic predicate letters.

The elimination of predicate letters is carried out in two steps: first, we
model the binary letter < with two monadic ones, obtaining formula A’; then,
we model all the monadic letters of A" except M with a single monadic letter,
thus obtaining a formula with only two monadic predicate letters and two
individual variables.

From now on, we assume, for ease of notation, that A contains monadic
predicate letters Py, ..., P,—rather than P, for t € {to,...,t,}—to refer to
the tile types.

First, following ideas of Kripke’s [28], we eliminate, in a satisfiability-
preserving way, the binary predicate letter < of A, without increasing the num-
ber of individual variables in the resultant formula.

Recall that Kripke’s construction [28] transforms a model 9 satisfying a
formula containing a binary predicate letter, and no modal operators, at a
world w in such a way that a sufficiently large number of worlds is added to 971.
More precisely, for every pair {(a, b) of elements of the domain of w, a fresh world
is introduced to 9. This construction cannot be applied in a straightforward
way in our setting, for two reasons.

Since we are restricted to the frame (IN, <), we may not introduce fresh
worlds to a model satisfying A; we, rather, have to use the worlds of (IN, <) to
simulate <. Moreover, since < occurs within the scope of the modal operator O
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in A, we need to simulate the valuation of < at every world of the model, not
just at the world satisfying A.

We resolve these difficulties by using the fact that A is satisfied in the model
My defined in the “only if” part of the proof of Lemma 3.1 and drawing on
the special properties of My—that, as noted in Remark 3.2, it is based on a
predicate frame with a constant domain and that, as noted in Remark 3.3, the
valuation of < is the same at every world of 9.

Let P,+1 and P, 42 be monadic predicate letters distinct from M, Fy, ..., P,
and from each other, and let

w= 3z M(x).

Lastly, let A’ be the result of substituting O(p A Ppi1(2) A Paya(y)) for z<ay
in A.

Lemma 3.5 There exists a recurrent tiling of IN x IN if, and only if,
<IN,<> Lﬁ -A.

Proof. (“if”) This part is argued almost exactly as in the proof of Lemma 3.1,
the only difference being that O(u A Phyq(z) A Pri2(y)) plays the role of the
atom x < y.

(“only if”) Suppose [ is a function satisfying conditions (T}) through (T3).
Let 9%y be the model defined in “if” part of the proof of Lemma 3.1. As we
have seen there, My, 0 = A. We use My to define a model MY, satisfying A’

Let A : IN — IN x IN be a fixed enumeration of the pairs of natural numbers,
thought of as elements of the domain D (i.e., we seek an enumeration of D x D).
Let a be the infinite sequence of natural numbers

0, 0,1, 0,1,2, 0,1,2,3, 0,1,2,3,4, ...

and let ay be the kth element of «.

To define M), we use the predicate frame (IN, <, D) underlying the model
Moy, together with the interpretation function I’ defined as follows: for
w,a,b,c € N,

0w E Ppy1(c) = c¢=aand My, 0 =a<b and h(a,) = {(a,b);
0sW E Ppya(c) = c¢=0b and My, 0 = a<b and h(o,) = {(a,b);

and
0w ES(c) = Mo, w = S(e), for Se{Fy,...,P,, M}.

Finally, let I, = (N, <, D, I').

We prove that 9,0 = A’.

Since My, 0 = A, if suffices to show that My, w =7 = <y if, and only if,

0yw E9 O(p A Prya1(z) A Pria(y)), for every w € IN and every g.

Assume My, w 9 x <y. By definition of My (see also Remark 3.3),
Mo,0 =9 x<y. Let v € N be such that w < v and h(a,) = (g9(x), 9(y));
it is evident from the definition of a that such a v exists. By definition,
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0sV 9 Phy1(z) A Pyyo(y). Since w < v and since, as can be easily checked,

0sw = p, we obtain MG, w =9 O A Pyy1(z) A Pria(y)).

Conversely, assume My, w E9 O(u A Ppyi(z) A Poia(y)), and hence

0:v E9 Ppi1(x) A Pyya(y), for some v such that w < v. By defini-
tion, My,0 EY9 x <y. Thus, by definition of My (see also Remark 3.3),

Mo, w =9 z<y. 0
We lastly model, in a satisfiability-preserving way, the occurrences of pred-
icate letters Py, ..., Ppio in A’ with a single monadic letter P, without in-

creasing the number of individual variables in the resultant formula. We, thus,
obtain a reduction of the recurrent tiling problem using formulas with only two
individual variables and only two monadic predicate letters, M and P.

Let P be a monadic predicate letter distinct from Py, ..., P,12, M, and let,
for k € {0,...,n+ 2},

Br(z) = p Ay [OMHM (y) A =0T M (y) A
O(OM M (y) A =OFF2M (y) A P(x))];

Bily) = i A 3w [O"H M () A =O" M () A
O(OFFIM (z) A =OF+2 M (z) A P(y)))].

Let -* be the function replacing Py (x) with Bk(z) and Px(y) with Bi(y), for
ke{0,...,n+2}.

Let A}, where 1 < ¢ < 8 and ¢ # 4, be the result of applying the function
* to the formula A} and let

Af = VaVy (O (Bnt1(x) A Bnt2(y)) —
O(M(z) > O"HM (y) A =O"F5M (y))).

Finally, let
A* = AT NAS N AN AT N AL N AL N AN AL

To define a model satisfying A*, provided a recurrent tiling of IN x IN exists,
we take the model M) defined in the “only if” part of the proof of Lemma 3.5
and, intuitively, stretch it out to include “additional” worlds whose sole purpose
is to simulate the valuation of the predicate letters Py, ..., P,12 at worlds of
My: n+3 worlds are “inserted” between m and m+1 to simulate the valuation
of letters Py, ..., Pp12 at m. The valuation of Py, where k € {0,...,n+2}, at
m is simulated by the valuation of P at a “newly inserted” intermediate world
k steps away from m + 1 (see Figure 2, where By, ) () stands for S (x) such
that f(a,b) = t;). This is made precise in the following

Lemma 3.6 There exists a recurrent tiling of IN x IN if, and only if,
(N, <) = —A™.

Proof. (“if”) This part is argued as before, the only difference being that
Br(z) and Bk (y) are used instead of the atoms Py (z) and Py (y).

(“only if”) Suppose f is a function satisfying (77) through (73). Let I be
the model defined in the “only if” part of the proof of Lemma 3.5. As we have
seen there, M, 0 = A’. We use MY, to define a model M satisfying A*.
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Wsy1 @ M(s+1) Br0,5+1)(0) Bras+1)(1) Brz,s+1)(2) Brasrn)(3) -

2 P(k), for every k such that f(s, k) = to

v} P(k), for every k such that f(s, k) = t;

vl : P(k), for every k such that f(s,k) =t,
vt P(k)

for k such that h(as) = (k, kK + 1)
vt Pk+1)

ws & M(s) Bro,9)(0)  Br,e)(1)  Bre,s(2) By (3)

wo e M(0) Br0,00)  Brao(1)  Breo(2)  Brao3)
Fig. 2. Model 95

Think of the worlds of M as being labeled, in the ascending order,

n+2 0 n+2 0 n+2 0
Wo, VG 7y Vg, Wy, VT 7,0, We, U T T L Uy, Wy,
(i.e., wog = 0, vg“ = 1, etc.). Let, as before, D,, = D = NN, for every

w € IN. Define the interpretation function I* on the predicate frame (IN, <, D)
underlying I, by
M,z = M(a) = = w,y, and M), m = M(a), for some m € IN;

M,z = Pla) = x=oF and M), m = Py(a), for some m € N
and k € {0,...,n+2}.

We prove that 9, wy = A*.
First, we show that, for every s € IN, k € {0,...,n + 2}, and g,

(1) My, s E9 Pe(z) <= MG, ws =9 Br(x);
(2) My, s 9 Pu(y) <= MG, ws E7 Bi(y).

Assume MY, s =9 Py(z). As we have seen in the proof of Lemma 3.1 (see
also Remark 3.4), for every world w in 9y, there exists a unique a € D such
that Mo, w = M(a).

Then, Mj,s = M(a), for some unique a € D; hence, by definition,
M, ws = M(a). Therefore, MM, ws = p.
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Similarly, 9, s + 1 = M(b), for some unique b € D, and so, by definition,
M, wsy1 = M(b). Observe that, due to uniqueness of b for s + 1, if ¢ # s+ 1,
then G, wy = M (b).

By definition, in 9,

® wgy1 is accessible from wg in n + 4 steps;

® w1 is not accessible from wg in n + 5 steps;
o w, < vk

* W,y is accessible from v¥ in k 4 1 steps;

e w1 is not accessible from v¥ in k + 2 steps;
. 0,0k 9 Pla).

Therefore, MM, ws =9 Br(x).

Conversely, assume MG, ws =9 Pr(x). Then, it is immediate from the
definition of M that MY, s E9 Pr(z).

This proves (1). The argument for (2) is analogous.

From (1) and (2) we immediately obtain 9, wo = Af, where 1 < i < 8
and 7 # 4. It is, moreover, straightforward to check, given (1) and (2), that
M, wo |= A¥. Therefore, ME, wo = A*. 0

We, thus, obtain (the reader wishing a reminder of the basic concepts of
computability theory may consult [35])

Theorem 3.7 Satisfiability for L((IN,<)) is ¥i-hard in languages with two
indiwidual variables and two monadic predicate letters.

Proof. Immediate from Lemma 3.6. a
Thus, L({IN, <)) is not recursively enumerable in such languages:

Theorem 3.8 The logic L({IN, <)) is I} -hard in languages with two individual
variables and two monadic predicate letters.

Proof. Immediate from Theorem 3.7. O

4 The first-order logic of (IN, <)

We now modify the argument of the preceding section to prove Y1-hardness of
satisfiability for the predicate monomodal logic of (IN, <) in languages with two
individual variables, two monadic, and a single O-ary predicate letter. It follows
that the logic of (IN, <) is ITi-hard, and therefore not recursively enumerable,
in such languages. In comparison with languages considered in the previous
section, we need an additional O-ary predicate letter to deal with reflexivity.

As before, let < be a binary—while M and P;, for every ¢t € T, monadic—
predicate letters, and let p be a O-ary predicate letter (i.e., a propositional
variable). Given a formula ¢ in such a language, define

©p=0(pAO(PAY);
% =, ©OFly=00F,
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Let
Al = VaVy (x <y — O(M () < p AOM(y) A =02 M(y)),
A5 = Vi (M(z)  DOP, (),

and let A" :Al/\AQ/\Ag/\AZ/\A5/\A6/\A7/\A§.
The operator < forces a transition to a different world when valuating a
formula ©, just as ¢ does in the absence of reflexivity.

Lemma 4.1 There exists a recurrent tiling of IN x IN if, and only if,
(N, <) £ —A".

Proof. (“if”) Suppose M, m = A", for some model M = (N, <, D, I) and
some m € IN; we may assume without a loss of generality that m = 0.
Since 0 = Ag, there exists ag € Dy such that 0 = M (ag).

Since 0 |= A, there exists an infinite sequence ag, a1, a9, ... of elements of
Dy such that ag <9 a3 <f0ag <0 ... .
Since 0 = Ay, clearly, ag </'™ ay </ ay <l ..., for every n € IN.

Since 0 = Aj, the following holds: w = M(ay) if, and only if, w = p
and there exist w’,w” € I such that w < w' < w” and w' } p and
w” | p A M(agy1). Observe that the valuation of p guarantees that
w < w < w’. Also observe that, if w” < v < v and v £ p and v | p,
then v’ &£ M (ag+1). Thus, a mark of the world changes once we have passed
through a world refuting p.

For every k € IN, let wy, be, for definiteness’ sake, the least world (number)
such that wy = M (ar). Observe that, since 0 = As, for every m,n € IN there
exists a unique ¢t € T such that w,, &= P:(a,). Therefore, we can define a
function f: IN x IN — T by

f(n,m) = t, where t is such that w,, E Pi(ay).

Since 0 = Ag A A7 A A%, conditions (T3) through (T5) are satisfied for f.
Therefore, f is a recurrent tiling of IN x IN with 7.

(“only if”) Suppose f is a function satisfying (T7) through (73). We define
a model My, based on (N, <), satisfying A”.

To define My, let D,, = N, for every n € IN, and let I be an interpretation
function such that, for every n € IN,

enkEkal = Il=k+1,;

e nkEp = n = 2m, for some m;

e nkEMKk) = n=2k

e nEP(k) = n=2mand f(k,m)=t.
Finally, let 9y = (N, <, D, I).

It is straightforward to check that 9%),0 = A”. a
Remark 4.2 Observe that Remarks 3.3 and 3.4 apply to those worlds of the
model My defined in the “only if” part of the proof of the Lemma 4.1 where

p is true. Also observe that 901y is based on a predicate frame with a constant
domain.
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We next eliminate, in a satisfiability-preserving way, all but two monadic
predicate letters of the formula A", without increasing the number of individual
variables in the resultant formula. As in the preceding section, this is done in
two steps. We assume, for convenience, that A" contains monadic predicate
letters Py, ..., P,, rather than P, for ¢t € {to,...,t,}, to refer to the tile types.

Let P,,+1 and P, 42 be monadic predicate letters distinct form M, Fy, ..., P,
and from each other. Let formula u be defined as before. Lastly, let (A")" be
the result of substituting & (u A Pyy1(z) A Pri2(y)) for z <y in A”.

Lemma 4.3 There exists a recurrent tiling of IN x IN if, and only if,
(N, <) = ~(A7)".

Proof. Similar to the proof of Lemma 3.5. In the proof of the “only if” part, we
only simulate the valuation of < at the worlds where p is true—or, equivalently,
the worlds w such that w | M(a), for some a. Therefore, instead of the
enumeration h, we use an enumeration of such worlds only. Once this change
is made, we proceed as in the proof of Lemma 3.5. a

We, lastly, eliminate all but two monadic predicate letters of (A")". Let
P be a monadic predicate letter distinct from Py,..., P42, M, and let, for
ke {0,...,n+ 2},

Ye(r) = p A Fy [OHAM (y) A OS5 M (y) A
O(OMIM (y) A ~OF2M (y) A P(2))];

W(y) = pAJx [O"HM () A ~O" M (z) A
O(OFHIM (z) A =OF2M (2) A P(y))],

Let -* be the function replacing Py (x) with ~;(z) and Py(y) with v (y), for
ke{0,....,n+2}, in (A")".

Let (AL)*, where 1 < ¢ < 8 and 7 # 4, be the result of applying the function
* to (AY)" and let

(AD# = Yay (O (Ynt1(2) A ynra(y) —
O(M(z) > O™ M(y) A =O" > M(y))).

Finally, let

(A7)* = (AD)" A (A5)" A (A5)" A (ADT A (AF)* A (AG)* A (AF)* A (Ap)™
Lemma 4.4 There exists a recurrent tiling of IN x IN if, and only if,
(N, <) = ~(A7)".
Proof. Similar to the proof of Lemma 3.6.

We take the model obtained in the “only if” part of the proof of Lemma 4.3
and, essentially, apply to it the construction used in the proof of Lemma 3.6,
the only difference being that we make letter p true at the worlds that we

“added” in Lemma 3.6 and “insert” an extra world refuting p in-between every
pair of such worlds that are adjacent. a

We, thus, obtain
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Theorem 4.5 Satisfiability for L((IN,<)) is Xi-hard in languages with two
individual variables, two monadic predicate letters, and a single 0-ary predicate
letter.

Proof. Immediate from Lemma 4.4. O
Thus, L((IN, <)) is not recursively enumerable in such languages:

Theorem 4.6 The logic L({IN, <)) is I13-hard in languages with two individual
variables, two monadic predicate letters, and a single 0-ary predicate letter.

Proof. Immediate from Theorem 4.5. a

5 Discussion

Observe that the results of Section 4 can be easily extended to predicate
monomodal logics of frames (IN, R) where R is a binary relation between <
and <: given any such logic L, we reduce the recurrent tiling problem to satis-
fiability for L by applying to the formulas defined in Section 4 the translation
replacing occurrences of the modal operator O with those of OF.

Also observe that we have never relied on the domains of the predicate
frames we have been dealing with to be not equal; therefore, all of our results
apply to the logics of predicate frames with constant domains.

Lastly, observe that our results apply to the first-order temporal logic of
(IN, <), which is essentially the first-order linear time temporal logic QLTL.

The results presented here raise the following questions.

The first is whether the results presented here can be strengthened to lan-
guages with one fewer predicate letter. Both in [41] and in [36] we have been
able to prove undecidability and X9-hardness results for languages with a single
monadic predicate letter. We conjecture that the logic of (IN, <) is II}-hard in
languages with two individual variables and a single monadic predicate letter.
If the conjecture is correct, an analogous result for (IN, <), at worst with an
additional 0-ary predicate letter, should follow.

The second is whether analogous results can be obtained for the superin-
tuitionistic logic of the frame (IN, <). Given that the accessibility relation in
(IN, <) is reflexive and transitive, the only, by not means trivial, hurdle to clear
is obtaining a model with a hereditary valuation. Whether this can be done is
unclear to us, given the difficulty of modelling the changing values of the tile
types on a linear frame with a hereditary valuation.
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