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Abstract

The paper presents a sequent calculus HFM for first-order hybrid modal logic with
lambda operator, existence and definedness predicates. It is particularly useful for
dealing with non-rigid and non-designating terms and the apparatus of hybrid logics
provides a satisfactory structural proof theory of this logic. Its reduct is shown
to be equivalent to Fitting and Mendelsohn’s tableau system for first-order modal
logic by series of syntactical transformations. Additionally, some account of definite
descriptions is formulated in terms of extended calculus HFMD and the whole system
satisfies cut elimination theorem.
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1 Introduction

First-Order Modal Logic (FOML) is a field far from commonly accepted so-
lutions. During the last two decades at least three important books due to
Fitting and Mendelsohn [10], Garson [11], and Goldblatt [13] provided a de-
tailed treatment of different solutions to philosophical and technical problems
connected with FOML. One can also find practically useful deductive systems
working even for very sophisticated systems. Prefixed tableaux in [10] and
natural deduction (ND) in [11] are good examples, yet, they do not provide
well-behaved formulations in the sense of structural proof theory. Recently,
the work of Corsi and Orlandelli [25], and Orlandelli [24], provide satisfactory
proof-theoretic approach in the framework of labelled sequent calculi (SC). This
raises the question if more standard version of SC may be used for that aim.
In [16] we provided a standard SC for Garson’s version of FOML. In this paper
we want to focus on the more demanding approach of Fitting and Mendelsohn
(FM) and provide for it a standard version of SC satisfying cut elimination.

1 The results reported in this paper are supported by the National Science Centre, Poland
(grant number: DEC-2017/25/B/HS1/01268).
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There are at least two important features which make FM one of the most
subtle and expressive logics, providing satisfactory solutions to several philo-
sophical problems involved in FOML. The first feature is connected with the
application of predicate abstracts; the second with paying attention to the dis-
tinction between existence and definedness. It leads to more flexible treatment
of scoping difficulties, of non-rigid and non-denoting terms. Both features are
expressible in semantics but the resulting logic is hardly representable in a
standard axiomatic way. Therefore, on the level of proof systems (tableaux in
this case), additional devices are introduced like double prefixing — of formulae
and of terms. This may be seen as the third original feature of their approach
although not of the logic but of its tableau presentation. Let us comment on
these three features and their significance for our proof-theoretic study.

Predicate abstracts built by means of the lambda operator were introduced
to studies on FOML by Thomason and Stalnaker [29] and then the technique
was developed by Fitting [9]. In the realm of modal logic this technique is
mainly used for taking control over scoping difficulties concerning modal oper-
ators but also complex terms like definite descriptions. From the standpoint of
proof theory it has additional advantages. In general, introduction of complex
terms leads to serious problems connected with unrestricted instantiation of
such terms for variables. A freedom of instantiation in quantifier rules usually
destroys the subformula property and cut elimination proof. The application
of predicate abstracts opens a way to avoid such problems by separation of a
direct predication restricted to variables and indirect predication via lambda
operators. In consequence, respective rules for quantifiers may be restricted to
variables as the only allowed instantiated terms without losing generality.

A distinction between existence and definedness (or denotation) usually goes
unnoticed although, as is firmly emphasized in [10] “these are really orthogonal
issues. Terms designate; objects exist.” It is worth noting that the separation
of these notions is also important in studies on constructive mathematics and
applications to computer science; see for example Beeson [1] and Fefermann
[8]. True, this difference may be easily lost if existence is defined as Jz(z = t)
and definedness as ¢ = ¢ since in the context of negative free logic (NFL) both
formulae are provably equivalent. Hence, at least in NFL, this conceptual dif-
ference cannot be syntactically represented in a sensible way. However, in FM
the application of a richer apparatus enables a syntactical separation of these
notions. As a consequence, in the proposed language we can talk about existent
and non-existent objects, as well as denoting and non-denoting terms. Suitable
predicates are definable in FM; in the system proposed below we introduce
them as primitive notions which facilitates syntactic control.

The application of prefixes denoting possible worlds and encoding acces-
sibility relations between them is a well known technique due to Fitting and
applied usually to formulae for stating that they hold in respective worlds.
In FM prefixes are additionally linked to terms to signify their denotation in
worlds denoted by prefixes. In our approach we use this solution not as an
auxiliary technical device but as a part of our language. More specifically, we
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will use a variant of hybrid logic (HL) with twofold application of satisfaction-
operators; to formulae and to terms. In contrast to FM we restrict this kind of
“rigidification” only to terms which are not variables. Variables in FM are rigid
by definition and addition of prefixes is not necessary from this point of view.
However, in [10] this technique is applied to variables for enabling control over
actualist quantifiers without the need of explicit application of the existence
predicate. In our system, the existence predicate is primitive and there is no
need to overload variables with unnecessary decoration.

The application of HL to provide well-behaved proof-theoretic representa-
tion of FM is not accidental. HL is an interesting generalization of standard
modal logic with well established body of general results and extremely rich
syntactic resources. The basic language of HL is obtained by the addition of
the second sort of propositional atoms called nominals. Informally, they denote
propositions true in exactly one world of a model and may serve as names of
these worlds. Additionally one can introduce several specific operators; the
most important are satisfaction, or “at”-operators, indicating that a formula
is satisfied in the world denoted by some nominal. This permits for internal-
ization of the essential part of semantics in the language. What is nice with
HL is the fact that changes in the language do not affect seriously the rest of
the machinery applied in standard modal logic. In particular, modifications
in the relational semantics are minimal. The concept of a frame remains in-
tact, only on the level of models we have some changes. These relatively small
modifications of standard modal languages give us many advantages: more ex-
pressive language, better behavior in completeness theory, more natural and
simpler proof theory. In particular, one may define in HL such frame conditions
like irreflexivity, asymmetry, trichotomy and others not expressible in standard
modal languages. Proof theory of HL, developed in the framework of tableaux
or natural deduction offers even more general approach than application of
labels popular in proof theory for standard modal logic.

The aim of the paper is twofold: 1 Extension of HL to obtain fuller express-
ibility of phenomena so far dealt with only in standard FOML. 2 Providing
well-behaved structural proof theory for FM. The original FM is well defined
semantically and by means of tableaux which are useful in practice but not
fully satisfactory from the theoretical standpoint. Many significant features
are introduced as additional technical devices or left implicit (like clauses con-
cerning definedness of terms and existence of objects). What we gain is an SC
where all this stuff is introduced explicitly and treated in a uniform fashion by
means of well-behaved symmetric and analytic rules satisfying cut elimination.

We start with a brief account of the language and semantics of HL. In
section 3 a system HFM (for Hybrid FM) will be presented. Its adequacy is
shown indirectly in stages in section 4. First by translation of Fitting’s and
Mendelsohn’s tableau (FM-T) proofs into proofs in some auxiliary calculus
HFM1. Then by showing that every proof in HFM1 is simulated in another
system HFM2 and vice versa. Finally that HFM2 is equivalent to a reduct of
HFM. In section 5 we will extend HFM to cover definite descriptions.
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2 Preliminaries

In what follows we assume a standard predicate monomodal language with de-
numerable sets of predicate symbols PRED (symbolised with P) and function
symbols FUN (symbolised with f), both of any arity n > 0. Incidentally, for
representing 0-ary functions we will use ¢ (for individual constant). Individual
variables are divided into disjoint sets of bound and free variables (respec-
tively VAR represented by z,¥, z,... and PAR, for parameters, represented
by a,b,...). The set of logical constants comprises boolean and modal connec-
tives: =, A, V,—,0,<, (actualist) quantifiers: 3,V and identity predicate =.
To this basic assortment we add special constants from FM: unary predicates
of existence F, nonexistence £, definedness D, binary term equality ~, and
lambda operator A for forming predicate abstracts. Categories of terms TERM
and formulae FOR are defined in a standard way with an additional clause for
the lambda operator:

e if p € FOR and t € TERM, then (Azp)t € FOR

Hybrid version of this language is obtained by addition of two components:
a denumerable set of propositional symbols called nominals NOM = {i, j, k, ...}
and a denumerable set of unary satisfaction operators (sat-operators) indexed
by nominals @;. Following Blackburn and Marx [3] (see also [4], [22], [21]) we
will use the latter in two functions; the new clauses are:

e if p € FOR and i € NOM, then Q,p € FOR
e ifte TERM and i € NOM, then Q;t € TERM

The first reads “p is satisfied in a state i”. The second — “@;¢ names a
designatum of ¢ in a state ¢”. For the language of the basic system HFM we
restrict the second application of sat-operators to terms other than parameters.

Nominals are introduced for naming states (worlds) of a model domain so
in a sense they are terms. However syntactically they are treated as ordinary
sentences. In particular, they can be combined by means of boolean and modal
connectives. Informally they represent propositions “the name of the actual
state is i”. On the other hand, they are just names of states when they occur
as indices of sat-operators. It is important to note that both nominals and sat-
operators are genuine language elements not an extra metalinguistic machinery
as in several kinds of labelled systems.

The notion of a frame is defined as for standard FOML and a model is any
structure M = W, R, D,d,Z,Z,,), where W, R is a standard modal frame, D is
a nonempty domain, d : W — P(D) is a function which assigns a (nonempty)
set of (existent) objects to every world, Z(i) € W for every nominal ¢, and Z,,
is a family of world’s relative functions of interpretation, defined as follows:

Z,(P™) C D", for every n-argument predicate and world;

Z,(c) € D, if defined,;

T (f™) € DP", if defined.

Note that in the last two cases different members of D and different functions
may be selected as designates of ¢, f in different worlds, so terms (other than
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variables) are generally non-rigid. Moreover Z,, is partial, i.e. for some w it
may be not defined. In case of individual names it means that in some worlds
(possibly all) they may be non-denoting. For function symbols it means that
corresponding functions are partial, i.e. defined on subsets of D™.

An assignment v is defined in a standard way as v : VARU PAR — D,
hence parameters are rigid terms by definition. An z-variant v’ of v is like v with
possibly v'(z) # v(z); we will use a common notation v3 for z-variant of v with
specified value of . Interpretation Z? (¢) of a term ¢ in w under an assignment
v is just v(¢t) for elements of VAR and PAR, Z,,(t) for t € FUN. Hence,
TV (¢) = Ty(e), if it is defined; ZU (f™(t1, ..y tn)) = Lo (™) {(TY(t1),s .o, ZU (tn)),
if each I (t;) is defined, and (Z9(t1),...,Z3(t,)) is in the domain of Z,,(f™).
In case t := @;t’ it is Iz (t'). Hence, attaching the sat-operator @; to term
t' makes it a rigid term, namely an object designed by ¢’ in Z(i) (if there is
such an object). That is why it does not make sense to apply sat-operators to
parameters; they are already rigid terms. On the other hand in case of complex
term f™tq,...,t, it is not enough to add @; as a prefix to make it rigid; all
arguments must be rigid. In what follows we will use r to denote any rigid
term — a parameter or a term with sat-operators attached to all nonparametric
components. The clauses for the satisfaction relation are defined as follows:

M, v,wE P(ry,ere) A (ZE (1), Ty () € T (PT)
and Z(r;) € D,i <n
Mo, wkETr =ry ifft Z¥(r1) =ZY(re) and ZY(r;) € D,i < 2

M, v, wE t) = to it TP (t1) =Z0(t2) and ZY(t;) € D,i <2
M, v,wkE Et ifft ZV(t) € d(w)

M, v, wE Dt it Z¥(t) e D

M, v, wE —p ifft Mo, wk e

Mo, wkE@e—1Y iff Mo, wk por Mo, wkEY

M, v, wE Op iff 9, v, w’ E p for any w’ such that Rww’
M, v, wE O iff 9, v, w’ E p for some w’ such that Rww’
M, v, w = Ve ifft M, vZ wE @ for all o € d(w)

M, v, w E Jzp iff 9, 0%, wE ¢ for some o € d(w)

M, v, wE (Axp)t iff Z¥(t) € D and M, 0%, w E ¢ for o =I7 (1)
M, v,w ki iff w=2ZI()

M, v, w E Q;p ifft 9, v, w E ¢, where w’ = Z(4)

Note that first two clauses are restricted to rigid terms. Also the only
difference between = and ~ is that the latter is defined for all terms. In the
original FM semantics [10] atomic formulae and equalities with = are restricted
only to variables and have a simpler form:

Mv,wE P*(xq,....,x,) il (v(z1),....0(zy)) € L, (P™)
M, v,wkE 1 =12 it wv(zy) =v(z2)

Rigid terms (other than variables) as arguments of predicates are admissible
only as a technical device in FM tableaux. Predicates E, E~, D, ~ are treated
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similarly as defined notions. In fact, we could dispense with ~ in FM but it

will be necessary later for the treatment of definite descriptions in section 5.
Definitions of truth in a model, satisfiability, validity and entailment are

standard. We obtain different normal modal logics by restricting R suitably.

3 Sequent Calculus HFM

Various proof systems for different hybrid logics were constructed, including
tableaux (Blackburn [2], Blackburn and Marx [3], Zawidzki [30]) and natural
deduction (ND) (Braiiner [6], Indrzejczak [14]). Most of them represent so
called sat-calculi where each formula is preceded by the sat-operator. Using
sat-calculi instead of calculi working with arbitrary formulae is justified by
the fact that ¢ holds in (any) HL iff @;p holds, provided ¢ is not present in
w. So a proof of @;p is equivalent to a proof of . One may find several
cut-free sat-SC for some HL in different languages independently proposed by
Blackburn [2], Braiiner [6], Bolander and Braiiner [5], Indrzejczak and Zawidzki
[19]. In all these cases SC are obtained by translation; either from tableaux or
from (normalizable) ND. Hence these systems are cut-free but with no direct
syntactical proof for cut elimination. A constructive cut elimination proof for
propositional sat-SC was provided by Indrzejczak [15]. In what follows we will
use an extended form of this calculus. It consists of the following rules which
we divide into several groups for easier reference. Sequents are composed from
finite multisets of sat-formulae of the form @;e.
1. Structural rules:

(AX) Qo= Qp (O=) % (=0) 55 @fé’i Si‘ﬁ
W=) Gotes BW) =ity O T oTiss e
2. Propositional (Boolean) rules:

(=) @F;iﬁf%% (=) F@;iwigﬁsﬁ

() GEMTEA e N T
=) R B =) S Te A
3. Modal basic rules:

=0 Mgt 0% Tegme e
(0=) SRLAEIZE (o) RO e

where ¢ ¢ NOM, j does not occur in the conclusion of (= 0O), ({ =).
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4. Nominal rules:

These rules are specific for HL. and mainly connected with the fact that
nominals are formulae of the language, not external devices like prefixes and
labels in external proof systems.

©@=) gup 58 9 =5 a0, B TS
Q; Ok, I'= A Q. I'=s A
(Nom1) gradrt=a NVom) gr & 1= A

where ¢ is atomic or nominal in (Nomsg).
5. Modal frame rules

Rules 1-4 provide an adequate HL formalization of K. In order to cover
stronger logics adequate with respect to suitably restricted classes of frames
one must add special rules for frame conditions. It may be done in a uniform
fashion for many logics by means of standard hybrid translation HT from first-
order language into basic hybrid language defined as follows:

HT(Rtt) = @t HT(Pt) = @
HT(t=1t) = @ HT(~p) = -HT(p)
HT(eVY) = HT(p)VHTW) HTPup) = FuHT(p)

Braiiner [6] states that for every basic geometric formula of the form:

Va1, e Zp(@1 A e A = Y1, s yil(P1 VoV ),

where k > 1,1,n,m > 0, each ¢; is an atom and each 1); is an atom or finite
conjunction of atoms there corresponds a frame rule (F'R) of the form:

= A, .. T=Ayp, U T=A 0, T=A
= A

where k > 1,I,n,m > 0, each ¢, = HT(p;), each ¥; is a set of HT-
translations of atoms that form conjunction v¥; and no nominal that corresponds
to y; occurs in I'y — 'y, A 0 — ¢l

6. Specific HFM rules:

I'= AQEb Qplz/b,T= A Q;Fa,T'= A, Q;p[x/ad]

(VE =) (= VE)

QVzp, I'= A I'=s A, QVzyp
I'= AJQ,Eb T'= A, Q;p[x/b] Q;Fa, Q;p[z/a],I= A
(= 3E) I'= A,Q;dzy (QE =) Q;dzp, I'= A
I= A I'= A -~ Q;Dt, I'= A
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(= +) Q;plz/r],I'= A
o @j’l“l =T, @ﬁp[l‘/’l‘g},ré A

with ¢ atomic formula.

@;Dt, @[z /t%],T= A I'= A,@Dt T= A Qp[z/t%]

(A=) Q;(Azp)t, = A (=) I'= A,Q;(Axp)t
@iDt, @,»Ea, @ﬁl@’ =a,'= A

(E=) Q,ELTS A

_ @;Dt,I'= A,Q;Eb @Q,Dt,I'= A,@Z‘t@'i =
(B7=) @E1T= A

_\ I'=> A, @, Dt Q; Fa, @zt@’ =a,l'= A

(=E7) = A GE 1
- @Z‘Dtl, @iDt27 @ztl@L = t;@i, I'=s A
(N ) Q;t =~ to, I'= A

= A@Dt; T=AQDt, T=A Gt =ty
(:>~) I'= A, @itl =~ to

A few conventions were applied in the schemata which will also be used in
later sections. a denotes a parameter which is fresh, i.e. occurs only in displayed
position and b is any parameter. t® := ¢, if ¢ is already rigid; otherwise for
t:=c it is just Q;c and for ¢t := f™ty,...,t, it is @if"tl@i7 <y 127, Moreover, all
rules for F and E~ are restricted to ¢t ¢ PAR. The notion of atomic formula
covers formulae of the form @;P(ry...r,) and includes also cases where P is
=, D, FE, E~; however, in the last two cases with restriction that » € PAR.

The definition of proof is standard, as well as the notions of principal,
side and parametric (context) formulae. Also the notion of the height of a
proof is standard (the number of nodes of the longest branch). It is impor-
tant to note that except (Cut) all rules satisfy the generalised subformula
property to the effect that in premisses we have only subformulae of the con-
clusion closed for addition of sat-operator and the following kind of formulae:
@;<$g,Q;7,Q; Et,Q; Dt, @Q;t = t'. Moreover one can easily check that arguments
of the last three atoms are either (rigidified) terms occuring in the conclusion
or fresh parameters. This shows that from the proof-search perspective cut-free
HFM is sufficiently analytic. In fact (F'M) has also a disadvantage of putting
every case in a form of cut-like rule with many premisses composed from for-
mulae of the form @;<{j, @;j. However, to concrete cases we can apply the
rule-generation theorem from [17] which allows us to provide equivalent rules
with lower branching factor and active formulae in the conclusion. Since frame
expressivity is not our subject here we skip a discussion of these matters.

For cut elimination the key point is that all rules are substitutive and reduc-
tive. These notions were introduced by Ciabattoni [7] and applied for general
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form of cut elimination proof in hypersequent calculi by Metcalfe, Olivetti and
Gabbay [23] but can be also applied in the present setting. The former property
is connected with the fact that multisets of formulae may be safely substituted
for a cut formula which is parametric. It allows for induction on the height of
a proof in cases when the cut formula is not principal in at least one premiss
of cut. Rules with side conditions concerning fresh parameters or nominals are
not fully substitutive but due to the substitution lemma (see Appendix) this
problem may be easily overcome. The latter property may be roughly defined
as follows: A pair of introduction rules (= x), (x =) for a constant * is re-
ductive if an application of cut on cut formulae introduced by these rules may
be replaced by the series of cuts made on less complex formulae. Reductivity
permits induction on cut-degree in the course of proving cut elimination. Of
course the complexity c of all terms and formulae must be suitably defined:

c(a) =0 for « € NOM UPARUVAR; c(t%) = 1;

(@) = c(~p) = c(p) + 1; c(Ozp) = c(p) + 2, for O € {V,3, A}

c(px1) = c(p) + c(y) + 1, for * being a binary connective;

c¢(P(r1,..,70)) = max{c(ri),...,c(rn)} + 1 (this clause includes =);

c(Et) =c(E~t) = c(t) + 2; ¢(Dt) = c(t) + 1; c(t1 = t2) = c(t1) + c(t2) + 1;

For technical reasons we must assume that existence formulae have higher
complexity than other atoms with the same arguments, and other rigid terms
higher than parameters. One can check by inspection that all rules for compund
formulae (including =) are reductive in pairs. As for (Nomy), (Nomas), (= +)
introducing nominal and ordinary equalities, they can be principal only in the
right premiss of cut; in the left premiss they are always parametric formulae.
The same remark applies to Dt which is principal in (& —) but can also be
principal in (= 4). In case of Ft and E~t two situations are possible. With
t € PAR they may be principal also in the right premiss of cut due to (= +),
but in the left premiss only parametric. Otherwise in both premisses such
formulae are principal due to specific rules for E and E~ which are reductive.

One may easily check that all rules in group 1-4 and 6 are validity-preserving
in K models which implies soundness of HFM. The addition of specific rules
generated by (F'M) extends this to the class of all modal logics axiomatised by
geometric formulae. Completeness proof for essentially equivalent propositional
SC is provided by Bolander and Braiiner [5] (see also [6]). Blackburn and ten
Cate [4] provided completeness proof for axiomatic version of HFOML. Fitting
and Mendelsohn [10] contain completeness proofs for tableaux formalization of
group 6. In what follows instead of proving semantic completeness of HFM we
apply a strategy similar to those utilized by Seligman [27] or Blackburn and
Marx [3]. We will show that suitably restricted part of HFM is equivalent to
FM tableau system by means of a series of purely syntactic transformations.

4 Auxiliary Systems and Transformations

Let us recall briefly FM tableaux (shortly FM-T) for the K-modality. For easier
transformations and comparison with SC we will present it in Hintikka-style
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form, i.e. with sets of (prefixed) formulae as nodes of proof-trees, instead of the
original Smullyan-style format defined on single formulae. Prefixes, denoting
states in models, are finite lists of integers; for every prefix o its one-digit
extension o.n denotes a state which is accessible from o (i.e. a state it denotes).
Hence FM-T is a kind of external system with a special feature that prefixes
are attached not only as prefixes to formulae but also, as subscripts, to terms
(including parameters but not bound variables). ¢, syntactically encodes Z,,(t)
(where o denotes w) and is always rigid. t7 is ¢, if ¢ is a name or a parameter,
or just ¢ if it is already rigid (i.e. a term where all components have subscripts).
For complex terms, t” denotes the result of addition of ¢ as a subscript to all
terms which are not subscripted so far. Rules for connectives are standard so
we state only those for O,V, = and the A-operator:

(o) o:0p,T (-0) om0, T ) o:(Azp)t, T (=\) U:ﬁ()\xgo)t,I‘F

onp,0:0p,T o.n—p, T ol /t°], T oplx /1],
) oVzp, I (=) o Vzp, I
o:plx/bs], oz, T olz/as],T
(=1) r (=2) ory =712, 00x/r],T
or=rT oy = re, 0 plx/r], 0" plx/ra], T
Side conditions: (O) o.n occurs in I';  (—=0) o.n is fresh;

(V) b, is any parameter with o (i.e. occuring in T, otherwise a new one);
(—V) a, is fresh; (=) t9 is defined; (= 2) ¢ any formula;
(=1) o occurs in T" and 7 is defined (either a parameter or occurs in I');

We can get rid of prefixes and use instead the hybrid machinery of nominals
with sat-operators obtaining a system HFM-T. It is enough to define a bijective
mapping 6 from prefixes to nominals in every FM-T proof. We systematically
replace all occurences of prefixes in every node with a suitable @;. Moreover,
if ¢/ := o.n, then we add @Q;¢{j, where @; and @; correspond to ¢ and ¢’
respectively. As a result, for modals the new rules are obtained of the form:

/ @;0¢p,Q; 4, T ’ @;-0p, T’ . .
(0) Q;0,@,00,Q;$5,T (=0 @0, @,55,T with j fresh

This way every node I' in FM-T proof is transformed into A, ", where 6T°
is a hybrid translation of I" and A is the set of all @;<{>; such that o, o.n occur
inT, O(o) =i and O(o.n) = j. Since O can be converted, proofs in both systems
are isomorphic and we obtain:

Lemma 4.1 1: —p has a closed tableaw in FM-T iff @;—¢ (for i not occurring
in p) has a closed tableau in HFM-T

HFM-T differs from FM-T only in being an internal system. Since we want
to work with SC we make two additional, rather cosmetic, changes. Sets are
transformed into sequents by moving all negated formulae to succedents (with
simultaneous deletion of negations) and finally turning all rules upside-down.
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This way we obtain an auxiliary system HFM1 which is quite similar to
HFM but for the time being in the language without D, E, E~,~. On the
other hand, in HFM1 also parameters are prefixed with @;; we call them n-
parameters. Moreover, we still need several side conditions, in particular we
say that @;t is defined if ¢ is a parameter or if it appears in the conclusion-
sequent. In contrast to HFM, axioms are of the form I' = A with ' N A # &,
and structural rules from group 1 are not required. Propositional part (group
2, 3) is like in HFM but with two slightly different modal rules:

@iDSO @‘(,O @z<>] I'= A @ZO.] I'= A @z<>§0 @'(p
/ y =7¥ ) / ) ) sy =g
=) —Gos, a0, A (=50 =G oiT= &, 4,00

The remaining rules look like that:

Q;plx/Q;b], Q;Vap, I'= A I'= A, Q;p[z/Q;al

(V=) QVzp, I'= A (=V) I'= A,QVze
3=) Q;p[x/Q;a],T= A (=3) I'= A, @3z, Q;p[x/Q;b]
Q,dzxp, I'= A I'= A, Q;dzp

+) Q[ /r1], Qjry = ro, Qiplx/ro], I'= A
@jrl =T9, @“0[1‘/7“2], I'= A

ir=r,I'= A
(=-) SRS =

I'= A, Qplx/t®]
= A,Q;(Axp)t

Qp[z/t%],T= A

/
=) GOt = A

(=)

where: @;a is fresh, whereas @;b occurs in I', A, otherwise it is also fresh;
rin (= —) and t® in (= X) are defined; ¢ in (= +') is any formula.

Lemma 4.2 @Q;,—y has closed tableauw in HFM-T iff HFM1 F = Q;p

The above lemma holds trivially. HFMI is a quite well-behaved system,
however the application of sat-operators to parameters seems to be excessive.
After all, parameters are rigid by definition and do not need special indication
for that. The problem is that in FM-T the addition of prefixes to parameters
plays an additional function; it indicates an existence in a state denoted by a
prefix. This of course was transmitted also to HFM1. However, this function
can be performed by using the existence predicate, as in the case of free logics.
The situation is the same with definedness. In HFMI1, exactly as in FM-T,
this information is carried out by side conditions added to some rules. Again
it is possible to make it explicit by introduction of definedness predicate. In
fact, all this, and even more, is present in FM-T [10] in the form of definitions
introduced for more compact expression of interesting features of this system:

Dt .= (Azx = z)t Et:=(AxJy(y=x))t
E t:=Qa-Jyly=2))t t1 =ty:= Ax(Ayz =y)ta)ts

From this list only the first two are necessary for obtaining the results
mentioned above on explicit representation of existence and definedness by
means of special formulae instead of side conditions. However, the nonexistence
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predicate E~ (originally E) is important for showing the real difference between
existence and definedness which is expressed by the thesis Dt <> EtVE~t. Term
equality = is important for definition of suitable rules for definite descriptions
in section 5, so we introduce it as well. HFM1 can be enriched in a similar way
as FM-T, by introducing definitions for lacking constant predicates. However,
it is better to add them as eight additional axioms. For example, for D they
have the form:

@Q;Dt,T'= A,Q;(Azx =2)t and Q;(\zz =x)t,I = A, Q;Dt

Moreover, let us notice that we can add to HFM1 three admissible rules:
two rules of weakening and cut. Admissibility of weakening can be easilly
proven syntactically but with cut it is not so simple. However, cut is validity-
preserving and HFM1 is complete, hence admissibility of cut in HFM1 follows.
Now we can define another system HFM2 which is based on the same language
as HFM, i.e. with D, E, E~, ~ primitive and without sat-operators attached to
parameters. In the propositional basis it is exactly as HFM1, including modal
rules; (= +') is also the same. The remaining rules are closer to HFM; in
particular (= VE), (3E =), (A =) are the same, the other ones are:

Q;plx/b], Q;Vrp, @Q; Eb,T= A
@Naxp, @iEb, I'= A

Q;Dt, T= A, Q;(Azp)t

(VE=") (=M)

Q;Eb,I'= A, Q,Jzp, Q;p[z/b] (~ =) Q;Dt,Q;t ~t,I'= A

/
(=3E) O, Bh.T= A, Q. Jxp DL TS A

Note that (= —) is replaced with (= —'). We add (E—), (D—) as in HFM;
these rules are necessary to make explicit what was implicit in HFM1. (E—)
is required since in FM semantics world-domains are nonempty. In HFM1 the
side condition for (V =) and (= 3) permits introduction of a n-parameter even
if no previous application of (= V) or (3 =) provided some. For the present
rules an existence formula must be already present in the antecedent, so in
case there is no such formula we apply (E—) first (in root first proof-search).
Note that if we drop this rule we obtain a variant for logics admitting empty
domains. (D—) explicitly shows that (all) parameters are defined. Definedness
formulae are also introduced to (= A’) and (= —'), whereas such a formula
added in the premiss-sequent of (A =) plays a similar role for names as in (D—)
for parameters. There is one small difference with the original conditions stated
by Fitting and Mendelsohn for rules demanding already defined terms. They
require that suitable rigid terms should be defined hence if we follow strictly
their formulation our definedness formulae in both rules for A and (= —')
should be of the form @; Dt® instead of @;Dt. However, one can easily check
that @, Dt® and @, Dt are semantically equivalent and for technical reasons
using @; Dt in rules is simpler. Instead of definitional axioms we add to HFM2
suitable introduction rules for all additional predicates except D. Rules (E =),
(E~ =) and (==) are the same as in HFM; the remaining ones are:
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@;Dt,I'= A, Q;Eb _@;Dt,I'=> A, Q;t% =b

(=£) @,DI.T= A, G,E

@, Dt, Q; Fa, @lt@7 =a,'= A
@;Dt,I'= A, @;E~t

(=E7)

n @Q;Dty,Q;Dty, I'= A, @it@i = t@i
(=) L
@iDtl, @z’DtQ, I'=> A, Q;t1 ~ to

As in HFM, in rules for E,E~, t ¢ PAR. For D no special rules are
needed. Despite several differences concerning rules, and using n-parameters
in HFM1 and parameters in HFM2, both systems are equivalent in the sense
of provability of the same sequents containing sentences (see Appendix).

Now we are ready to compare HFM2 with HFM. It is straightforward to
prove that all rules of HFM2, with the exception of (= +'), are derivable
in HFM; it is sufficient to apply rule-generation theorem from [17]. (= +')
is derivable additionally by induction on the complexity of ¢ with (= +) in
the basis. We cannot in general prove the opposite since already the back-
ground propositional hybrid part of HFM contains elements not expressible in
FM, like nominal rules (group 4) or rules expressing frame conditions (group
5). This is basically a difference between the expressive powers of external
labelled system, as exemplified here by prefixed tableau calculus of Fitting and
Mendelsohn, and internal labelled system; the latter have much greater expres-
sive power. However, for the part of HFM restricted to rules from group 1-3
and 6, again rule-generation theorem suffices to demostrate their derivability
in HFM2. Therefore HFM2 and HFM (restricted to rules 1-3, 6) are equivalent
(see Appendix).

5 Definite Descriptions

We postponed a treatment of definite descriptions since it requires some addi-
tional changes. In particular, categories of formulae FOR and terms T ERM
must be defined simultaneously, and similarly the notion of interpretation of
terms and satisfaction of formulae must be treated together. On the other hand,
all terms considered so far can be represented as definite descriptions hence we
can reduce the category of terms accordingly. We must add the iota-operator
1, for forming definite descriptions out of formulae:

e if p € FOR, then wxp € TERM.
Semantically we characterise it by the following clause:

o TP (1zp) = o iff M, v, wE ¢ and no other z-variant of v satisfies ¢ in w.

y Yo
Hence definite descriptions are also non-rigid and may be undefined in some
(possibly all) worlds. Again addition of @; to definite description makes it a
rigid term; a name of its designatum in Z(7), if it is defined there. Complexity
c(ixp) = c(p) + 1 but for ¢(Q;rxp) = 1 which is fixed for all rigid terms.
Syntactically, Fitting and Mendelsohn’s approach is based on the form of
Hintikka Axiom, of which a “tentative version” takes the form:
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H: t=wp < (Axp)t AVy(e[z/y] = (Azz = y)t), where y is not in ¢;

which corresponds directly to the semantic clause. Note however that uni-
versal quantifier in H is possibilistic, i.e. it ranges over all elements of the
(frame) domain. In FM tableaux its essential content is represented by means
of three rules of introduction of implications corresponding to both directions
of H. They are weaker in the sense that universal quantifier which introduces
unwanted existential commitments is eliminated, and the rule corresponding to
H*, i.e. to the right-left implication, introduces not valid but satisfiable for-
mula containing labelled parameter. Such rules cannot be directly transformed
into well-behaved SC rules so, instead of dealing with three FM rules, we in-
troduce three other ones below and directly show that: (1) Hintikka axiom H,
as restated in [10], is provable in HFM with these rules; (2) three additional
r-rules are derivable in HFM in the presence of sequent = H as an additional
axiom. To realise this aim we must add to our language additional, possibilistic
quantifiers symbolised by Tarskian A,\/. Semantically they are characterised:

e Moo, wE Axp iff M 0¥

(o)

e Mo, wkE\xp iff M o*

[oR}

Now the system HFMD is HFM with the following additional rules:

wk @ forall oeD
w F ¢ for some o € D

I'= A,Q;Dt Q;plr/t%] I'= A I'= A, Q;plz/al
(A=) @, Azp,I'= A (=N T=A,0; Azp
I'= A @Dt I'= A Qpz/t?] Q;p[z/al,T= A
(=V) I'= A,Q; \xp (V=) Q; Vazp,I'= A

Q;t = wxp, = A

(r=1)

I'= A, @l(p[.’)&‘/b] @; Dt,@;b = t@i,l—‘i A

(2=2) Q;t e, I'= A

(=) I'= A,@Dt T'= A Qp[z/tY] Qp[r/a],T= A,Q;a =t%
! I'= A,Q;t =y

and with (=), (=~) replaced with:

I'= A, @itl =ty @Zt(l@l = t;@i,F:> A

(~rl) I'= A
(N 7“2) I'=> A, @itl =~ 19 @iDti, I's A
- I'= A
I'= A, @it@i = t@i @itl ~ to, I'= A
(=) e
e @iDtl, @iDtg, I'= A

HFMD is adequate since we can prove that rules for ¢ are interderivable
with = H, moreover, cut elimination also holds for it (see Appendix) although
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this requires some comment. First note that in (A =), (= \/) we instantiate
variable x with any rigid term but since they have complexity 1, the new rules
are also reductive and the proof of cut elimination for HFM is not spoiled. We
cannot use restricted form of instantiation, like in case of (VE =), (= 3E),
since such system would be incomplete. Consider two formulae: Er AVzeo —
plx/r] and Dr A \ zp — ¢[z/r]. Both are valid and the former is provable in
HFM but the second would be unprovable if (A =) is restricted to parameters.
On the other hand in (= A),(V =) we do not need the additional formula
@; Da in the premiss since parameters are defined everywhere.

Note also that rules of HFMD are defined in such a way that the situa-
tion is excluded where some cut formula is principal in both premisses of cut
but obtained by means of different kind of rules which are not reductive. In
particular, term equality is introduced only by means of rules for 2+ and they
are reductive. It is the reason why in HFMD we have to replace rules for =
from HFM with apparently worse equivalents. Since principal formulae of rules
for definite descriptions are term equalities there would be a clash with HFM
rules. Consider a situation when both cut formulae are term equalities but one
is introduced by means of an ¢+-rule and the other by means of (==) or (==)
— an induction on cut-degree fails. However, such situation cannot happen in
HFMD where instead of (==-) and (=) we have (~ rl), (= r2), (r =) which
are safe in this respect. Clearly, the new rules are equivalent to (=), (==)
(by rule-generation theorem [17] mentioned in section 3) although worse from
the proof-search standpoint.

6 Conclusion

We have shown that HL is a sufficiently flexible framework for expressing FM
version of FOML. Moreover, in this setting we can formulate a well-behaved
SC admitting cut elimination. Although we did not provide a semantic com-
pleteness proof it can be carried out either by using a strategy from [4] which
is more standard and requires cut, or by means of Hintikka-style saturation
technique like in [3] which is possible due to proved cut elimination. Moreover,
HFM is formulated in the weak hybrid language as a basis; all additions were
taken from FOML of Fitting and Mendelsohn. We can still enrich the language
with specifically hybrid constants like nominal quantifiers or J-operator.

On the other hand, our treatment of definite descriptions by means of rules
using &~ may be seen as not wholly satisfactory. We obtain a system where =
is better characterised than in Indrzejczak [16] but at the cost of some redun-
dancy — two kinds of equality are applied that differ only syntactically but not
semantically. The other option would be to characterize definite descriptions by
means of special rules for definedness formulae. This is the approach explored
by Orlandelli [24] in the framework of labelled SC. In his system definedness
predicate is not a part of a language but rather a technical device of the shape
D(t, z,w) meaning that ¢ denotes z in w. In our approach this information is
divided between =~ and D as unary predicate. The lack of space forbids more
extensive comparison of both approaches.
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We should add that the treatment of definite descriptions either in terms
of rules using some kind of equality or a predicate of definedness still does
not provide the characteristics which is separate, in the sense of not exposing
other constants in rules except -operator. It is worth to explore more general
perspective which is connected with using terms on a par with formulae in
sequents. This device, introduced by Jaskowski [20] in his first formulation of
ND, was recently succesfully applied in many contexts, for example by Tex-
tor [28], Restall [26], Gazzari [12] and Indrzejczak [18]. In hybrid languages a
uniform application of sat-operators to formulae and terms seems to offer a par-
ticularly interesting and uniform perspective where items are just sat-phrases
be it either a formula or a term. We leave this problem for further study.

Appendix

Lemma .1 If HFM1+ T = A, then HFM2+ T = A, where T'; A contain
only sentences.

Proof: Consider a HFM1-proof D. Let {p1,...p,} be the set of all distinct
n-parameters occuring in a proof and {p},...p),} the corresponding set of dis-
tinct parameters. Going from the root to leaves define for every node I' = A
a corresponding sequent IT, TV = A’ where IV, A’ are obtained from I, A by si-
multaneous substitution of every n-parameter p; with corresponding parameter
pl. Moreover let Il = {QEp), : p; := Qp, € PAR(TUA)}U{Q; Dt : Q;t is de-
fined in TUA}. This way we obtain an isomorphic tree D’ of sequents with the
same root in the language of HFM2. This tree is not necessarily a HFM2-proof
so we must systematically made some adjustments. All leaves of D which are
instances of Ax are trivially axioms of HFM2. However, for the cases of eight
definitional axioms we have to provide proofs of their corresponding sequents
in HFM2. For two axioms characterising D we have:

Q;Dt, 11, @, (Q;t = Q;t), T = A, Q;(Q;t = Q;t)

@;Dt,I1,Q;(Q;t = Q;t), T, = A, Q;(A\zx = z)t

Q;Dt,11,Q,(t = t),I',= A, Q;(A\zz = z)t
Q;Dt,TI,T = A, Q;(Azx = x)t

(= X)
(=)
(

~ =)

and

I1,Q;(A\zx = z)t,I' = A, Q; Dt

For E with t ¢ PAR:

Q;Dt,I1,@Q,Fa,@;(a = Q;t),' = A, Q;(a = Q;t)
@;Dt,11,Q; Fa, Q;(a = @Q;t),T = A, Q,Jy(y = Q;t)
Q;Dt,11,Q, Fa,Q;(a = Q;t),T = A, Q;(AzTyy = )t
II,Q;Ft, T = A, Q;(\xTJyy = x)t

(= 3E")
(=)
(B =)
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S ILT = A,Q;Ea S,ILT = A, Q;(a = Q;t)
@, Dt,@Q;Ea, 11, Q;(a = Q;t),T = A, Q; Bt
(3E =)
(=) @; D¢, 11, @;3y(y = Q;t), ' = A, Q; Et
II,Q;(Az3yy = z)t, I = A, Q,; Et
where ¥ = {@Q;Dt,@Q; Fa,Q,(a = Q;t)}. If t € PAR both sequents are provable
without (E =), (= E’); it justifies our restriction on their application.

For all applications of propositional rules in D we do not need any changes
in D’. For (V =) we have by definition of IT that @; Eb € TI and that @Q;p[x/b] €
IV, so in case @;b was already present in the conclusion of the application of
this rule in D we need no change in D’. In case @;b was fresh in this application
of (V =) we must add @;Eb to II in the conclusion to secure the correctness of
(VE =) in HFM2 and apply next (E—) to remove @; Eb. For (= V) @;a occurs
only in @;p but in the corresponding sequent of D’ a occurs also in @; Da € 11,
in @;FEa € II and in @;p € A’. Therefore first we delete @; Da by application
of (D—), then the application of (= VE) on resulting sequent is correct and
yields the desired conclusion. Applications of (= +'), (A =') and (= \) in D
correspond to correct applications of HFM2-versions of respective rules in D’
by definition of II. For (= —) we apply (=~ —') and (==). 0

(= E)

Before proving the converse let us first demonstrate a derivability of all
specific rules of HFM2 in HFM1. Clearly instead of parameters we will use
n-parameters here. Quantifier rules (VE =') and (= 3JE’) are just special
versions of HFM1 rules. Derivability of (= VE) and (3F =) needs a demon-
stration:

D Q;(AxTyy = 2)Q;a = Q; EQ;a

Cut
(Cu )(c ) @0 =00) > 6. FG @;EQ;a,T = A, @Q;pz/Q;a]
" (= o) Q@;(Q;a = Q;a),I' = A, Q;p[z/Q;a]
T I'=> A, Q; Q,
o Pl /0]
= A QVzyp
where D is:

@;(Q;a = Q;a) = Q;(Axdyy = 2)Q;a
Similarly for (3E =). (= \”) needs no justification; for (A =) we have:

@ (t% = %) = @;(¢t%i = @)

(=)
(Cut) Q@ (t% =t9) = @;(\zz = o)t Q;(\zzx = x)t = Q; Dt
u
(Cut) Q@ (t% =t%) => @; Dt @; Dt, @[z /t%i], T = A
s

@; (1% = t9i), @ 0[x/t%],T = A
@;plz/t],T = A
Q;(Azp)t, T = A

(="
Derivability of (= —):
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D 8.0y = 20 GDLT = A7 (Cut)
@, Dt,T'= A
where D is:
Q;(Q;t = Q;t) = @;(Q;t = Q;t) (= X)
@z(@zt = @zt) = @i()\yy = @it t (:> )\/)
@i(@it = @it) = @Z()\J}()\yy = J?)t)t (/\ :>/)
@; Dt = Q;(A\xx = )t Q;(A\zx = 2)t = Q;(Az(M\yy = x)t)t (Cut)

Derivability of other rules goes similarly, hence we obtain:
Lemma .2 If HFM2+ T'= A, then HFM1+ T = A

Proof by induction on the height of HFM2-proof. Clearly as a preliminary
step we must provide a reverse substitution in all nodes of HFM2-proof, i.e. in
I', A all different parameters must be substituted with different n-parameters
in such a way that for any @; Eb or @Q;Db in I',; A, b is substituted with @;b.
Derivability of all specific rules of HFM2 in HFM1 suffices for the proof. a

Lemma .3 Provability of H in HFEMD

(= 5,
(1= 1) @Q;Dt, Q;p[x/t%] = Q;(Azp)t
(= A) Q;t = = Q;(Azp)t D
Qit ~ e = @;(Aze)t A \y(ple/yl = (Azz = y)t)
where D is:

@;Dt = @, Dt Q;t% =a= Q;it% =q
Q;plx/a) = Q;p[x/a] @;Dt,Q;t% = a = Q;(\zx = a)t
(=) Q;t = e, Qp[x/a) = Q;(A\xz = a)t
= A) Q;t =, = Qplx/a] — (Azz = a)t
Qit = e = @; \y(plz/y] = (Avz = y)t)

Next, the converse:

Q;Dt = @, Dt Q;plx/tY] = Qplx/tY] D
@; Dt, Q;p[x/t%],Q; Ay(plr/y] = Aoz = y)t) = Q;t =~z
Q;(Azp)t, Q; Ay(o[z/y] = Az = y)t) = Q;t ~ wp
QiAzp)t AN y(ple/y] = Az = y)t) = Qit = e

(=)
(1=2)

(=)
(A=)
(A=)

where D is:

@;Dt,@;t% =a = Q;t% =a

A=)
(==)

(A=)

@;Da = @; Da Q;plx/a]l = Q;plx/a] Q;(A\zz = a)t = @,;t% =a
= @;Da Q;plz/a] = (Aez = a)t, Q;p[z/a] = Q;t% =a
@; Ay(elz/y] = (Azz = y)t), @;plz/a] = @it =a

(D-)
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Lemma .4 Derivability of HFMD rules (the case of (1 = 1),(2 = 2))

@; Dt, @;p[x/t%], T = A
Q; (Azp)t, I’ = A

(A=)

5 Ot @ Avlele/s] = Owa =T =5 ! )
Q;t =y = Qit Xy Q;(Azp)t A N\y(elz/y] = Az = y)t), I = A (o)
= H~ Q;t &, @it e = (Azp)t A A\ylelz/y] = Azz =y)t), T = A Cut)
Q;t e, I = A (Cu
D @; Db = @,; Db I'= A Q;p[z/b] Q;(Azx =b)t,T = A (o)
(D—) —= @; Db Q;plx/b) = (\zx =Db)t,T = A (A=)
Q; Ay(elz/y] = Azz =y)t),T = A (W =)
Q;(Azp)t, @i Ay(olz/yl = (Azz =y)t),I' = A (A =)
Qi(Azp)t A Ny(plz/y] = (Arz =y)t), T = A
and obtain the conclusion of (+ = 2) by cut with:
Q;t mxp = Q;t Xy Q;(Azp)t A ANy(elz/y] = (Azx = y)t) = ¢ (=)
= H” Q;t =, Q;it e — (Azp)t A Aylelz/y] = (Azz =y)t) = ¢ (Cut)
Q;t ~awp = Q;(Azp)t A Ay(plz/y] = (Azz = y)t)
where ¢ := Q;(Azp)t A Ny(plz/y] = (Azx = y)t)
We prove derivability of (= ¢) in a similar way. a

To prove cut elimination first note that for HFM and HFMD holds:

Lemma .5 (Height-preserving Substitution)
IfH, T = A, then by (T = A)[i/j];
IfFe T = A, then by, (T = A)fa/r].

By lemma 5 every proof may be systematically transformed into regular
proof — every fresh parameter and nominal is fresh in the entire proof.

Let cut-degree of cut-formula @;p be its complexity, i.e. dQ;p = ¢(@;¢)
and proof-degree (dD) be the maximal cut-degree in D.

Technically the proof of cut elimination theorem is an extension of the proof
for propositional HL in Indrzejczak [15] (see also [23], [16]) and is based on:

Lemma .6 (Right reduction) Let D; F T' = A, Q¢ and Dy - Q;o", 11 =
Y and dD1,dDs < dQ;p, and Q¢ principal in T' = A, Q;p, then we can
construct a proof D such that DFT" 11 = A™ Y and dD < dQ;p.

Lemma .7 (Left reduction) Let D; F T = A, @;0" and Dy F Q0,11 = %
and dDy,dDs < dQ;p, then we can construct a proof D such that D+ T', 11" =
AY™ and dD < dQ;p.

They hold for SC with substitutive and reductive rules. Lemma 6 makes a
reduction on the right, and lemma 7 on the left premiss of cut by induction on
the height of respective proofs. The latter in the case of principal cut-formula
applies lemma 6. Eventually, lemma 7 yields, by induction on proof-degree:

Theorem .8 FEvery proof may be transformed into cut-free proof. a
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