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Abstract

We present a cut-free circular proof system for the hybrid p-calculus, and prove its
soundness and completeness. The system is an adaptation of a circular proof system
for the modal p-calculus due to Stirling, and uses a system of annotations to keep
track of fixpoint unfoldings. The language considered here extends the u-calculus with
nominals and satisfaction operators, but not the converse modality. This version of
the hybrid p-calculus is known to have the finite model property, unlike the version
that includes converse. The presence of nominals and satisfaction operators causes
some non-trivial difficulties to deal with in the completeness proof. In particular we
need to be careful about what information attached to nominals to keep and what
to discard, and furthermore the structure of traces in a proof-tree becomes more
complicated. Still, it turns out that the proof system is complete with the same
global condition for validity as Stirling’s system. The key tool that we develop for
the completeness proof is a proof-search game, in which one of the players attempts
to construct a proof in a restricted normal form making use of certain derived rules.
We conclude the paper with some tasks for future research, which include proving
completeness of a cut-free non-circular sequent calculus, and extending the system
developed here to incorporate converse modalities.

Keywords: Hybrid logic, p-calculus, circular proofs, completeness, automata

1 Introduction

Circular and non-wellfounded proofs are a powerful method for reasoning with
fixpoints, and have been considered in a number of contexts [19,6,22,3,4,21].
For the modal p-calculus, a circular proof system with names for keeping track
of fixpoint unfoldings was developed by Stirling [23], building on work by Jung-
teerapanich [12] and bearing similarities with earlier systems using variables for
ordinal approximations [6]. Recently Stirling’s system has been simplified and
used by Afshari and Leigh to give a cut-free complete sequent system for the
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modal p-calculus [2]. This provides a novel completeness proof for Kozen’s ax-
iomatization [15] that avoids the intricate detour via disjunctive normal forms
in Walukiewicz’s proof [27]. Building on this work, circular proofs were used in
[8] to settle the open problem of completeness of Parikh’s logic of games [17].

The present work is intended as a step towards exploring the use of circular
proofs to provide complete finitary proof systems for richer extensions of the
modal p-calculus. A number of such extensions have been presented in the lit-
erature, including the two-way or “full” p-calculus [26], hybrid p-calculus [20]
and guarded fixpoint logic [11]. In many cases such extensions remain decid-
able. However, complete proof systems mostly appear to be lacking. Some work
in this area does exist: a generic completeness result for coalgebraic versions of
the p-calculus (including extensions like the graded p-calculus) was presented
in [10]. This general result does not cover the hybrid u-calculus however, since
the sort of global conditions that are expressible in hybrid logics are out of
scope for the framework in [10]. An infinitary proof system for the two-way
p-calculus was proved complete in [1].

As a proof of concept, we shall develop a cut-free Stirling-style circular proof
system for the hybrid p-calculus. Orignally introduced by Sattler and Vardi in
[20], the hybrid p-calculus features nominals, which are used to name points in
a model, and satisfaction operators that describe what is true at a named point
in a model. We shall follow Tamura [24] by not including converse modalities
in our language, unlike Sattler and Vardi. Tamura shows that the hybrid
p-calculus without converse has the finite model property, unlike the more
expressive version considered by Sattler and Vardi. We also mention a version
of the hybrid p-calculus involving a binder modality, which was investigated in
[13] under the name “fully hybrid p-calculus”. This logic is undecidable, and
therefore seems out of scope for the kind of methods that we consider here.

The presence of nominals and satisfaction operators already presents some
non-trivial challenges for the completeness proof, and addressing these difficul-
ties gives some guidelines on how to deal with proof theory for fixpoint logics
that lack the tree model property. In a manner of speaking, we are continuing
here along Sattler and Vardi’s line of working with logics that lack the tree
model property “as if they had the tree model property” [20], but taking the
idea in a proof-theoretic direction.

Proofs have been removed or shortened due to page limitations. For a longer
version of this paper including detailed proofs, see the preprint availabe online
at https://arxiv.org/abs/2001.04971.

2 Preliminaries
2.1 The hybrid p-calculus

The hybrid p-calculus was initially introduced by Sattler and Vardi in [20].
Their version of the language included a global modality and converse modali-
ties. Here, we shall be considering the weaker version of the hybrid u-calculus
that was studied by Tamura in [24]. For ease of notation we consider the
language with only a single box and diamond, but all the results and proofs
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presented here easily extend to a multi-modal version of the language.
The language £ of the hybrid p-calculus is given by the following grammar:

p=plpli|-ileVe|lpAe|Op|Op|ite|pr.e|vr.e

Here, p and x are members of a fixed countably infinite supply Prop of
propositional variables, and i comes from a fixed countably infinite supply Nom
of nominals. For nz.¢ with n € {u, v}, we impose the usual constraint that no
occurrence of z in ¢ is in the scope of a negation, and we also require that each
occurrence of x in ¢ is within the scope of some modality (O or <). This latter
extra constraint means that we restrict attention to guarded formulas. This is
a fairly common assumption, and it is well known that removing the constraint
of guardedness does not increase the expressive power of the language. It is not
an entirely innocent assumption however, since putting a formula in its guarded
normal form may cause an exponential blow-up in the size of a formula [5].

Note also that the language is presented in negation normal form. It is
routine to verify, given the semantics presented below, that the language is
semantically closed under negation, and furthermore there is a simple effec-
tive procedure for converting formulas in the extended language with explicit
negation of all formulas into formulas in negation normal form.

Free and bound variables of a formula are defined in the usual manner. A
literal is a formula of the form p or —p where p € Prop, or of the form i or —i
where i € Nom. We introduce the following abbreviations:

iR =] iZj=i:j

These formulas express identity and non-identity, respectively, of the values
assigned to the nominals i,j in a model.

Definition 1 Let ¢ be any formula in L and let x,y € Prop be bound variables
in . We say that y is dependent on z, written x <, y, if there is a subformula
of ¢ of the form ny.w in which there is a free occurrence of x. We denote the
reflezive closure of <, by <.

Definition 2 We say that a formula ¢ is locally well-named if <, is irreflez-
we, no variable occurs both free and bound in @, and no variable is bound by
both p and v in .

Note that every formula is equivalent to a locally well-named one up to renam-
ing of bound variables (a-equivalence).

Proposition 2.1 (Afshari & Leigh -17) If nx.o(z) s locally well-named
then so is p(nx.p).

Convention 1 We shall assume throughout the paper that all formulas are
locally well-named. Given a locally well-named formula we refer to a bound
variable x as a p-variable if it is bound (only) by w in @, and a v-variable if it
is bound (only) by v.

Semantics of the hybrid p-calculus is a simple extension of the usual Kripke
semantics for the modal p-calculus.
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Definition 3 A Kripke model is a tuple M = (W,R,V, A) where W is a
non-empty set members of which will be referred to as points, R C W x W
is the accessibility relation over W, V : Prop — P(W) is a valuation of the
propositional variables and A : Nom — W is an assignment of a value in W to
each nominal.

Given a Kripke model M = (W, R,V, A), the interpretation [¢]am of a for-
mula ¢ is defined by the usual recursive clauses for boolean connectives and
modalities. Semantics of least fixpoint operators is given according to the
Knaster-Tarski Theorem [14,25] as:

[nr.p(@)|pm = ﬂ{Z CW | lelmiz/a) € 2},

where M[Z/x] is like M except that its valuation maps the variable z to Z.
For greatest fixpoint operators we have the dual definition:

[va.eo(@)]m = J{Z S W | Z C [e]mizya}-

For nominals and satisfaction operators, we have the following clauses: [ijym =
{A(D} and [i: p]Jpm = {w € W | A(i) € [¢]}. In other words, [i: ¢]m = W
if A(i) € [¢], and [i: ¢]am = 0 otherwise. Given a formula ¢ and a pointed
Kripke model (M, w) (a model with a distinguished point), we write M, w IF ¢
to say that w € [p]m.

This semantics may be referred to as the denotational semantics of the
p-calculus. The p-calculus also has an operational semantics in the form of
a game semantics, which is often easier to work with and neatly captures the
intuitive meaning of least and greatest fixpoints (i.e. “finite looping” vs “infinite
looping”). In this game semantics it is convenient to work with the (Fischer-
Ladner) closure c¢(p) of a formula. The precise definition is a straightforward
adaptation of that in [20], with the new clause that i:0 € ¢(p) imples 6 € c(yp).

Throughout the paper we assume familiarity with basic notions concerning
board games and parity games (see [9] for a very brief introduction). Given a
Kripke model M = (W, R,V, A), the evaluation game for a formula p € £ in
the model M is a two-player board game between players Ver, Fal, the set of
positions of which is W X ¢(p), with player assignments and moves defined as
follows:

 For a position of the form (w, 1) where [ is a literal, the set of available moves
is f. The position is assigned to Fal if M, w IF [ and is assigned to Ver
otherwise.

e For a position of the form (w, pOy) where O € {A,V}, the available moves
are (w,p) and (w,v). The position is assigned to Ver if O = V and is
assigned to Fal if O = A.

e For a position of the form (w,Op) where O € {<, 0}, the set of available
moves is {(v,p) € W | wRv}. The position is assigned to Ver if O = < and
is assigned to Fal if O = O0.
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e For a position of the form (w,i: ), the unique avaliable move is (A(i), ).
The player assignment is arbitrary in this case since there is only one move,
but as a convention we assign such positions to player Ver.

e For a position of the form (w,nz.p(z)), the unique available move is
(w, p(nz.)). By convention we assign such positions to Ver.

Partial plays, full plays and strategies for players are defined as usual. Note
that if a full play is finite, then the player to which the last position is assigned
must be “stuck”, i.e. the set of available moves is empty. So the winning
condition of finite full plays is defined by declaring the player who got stuck to
be the loser of the play. For infinite plays (w1, ©1)(ws, @2)(ws, ©3)..., say that
a fixpoint variable x is unfolded at the index i if @; is of the form nz.¢(x).

Proposition 2.2 For any (locally well-named) formula p and any infinite play
m in the evaluation game in M, there is a unique <,-minimal variable x that
1s unfolded infinitely many times on 7.

We shall often refer to the <,-minimal variable unfolded infinitely often on =
as the highest ranking variable that is unfolded infinitely often. We can now
define the winning condition of infinite plays: the winner is Ver if the highest
ranking variable that gets unfolded infinitely often is a v-variable (relative to
p), and the winner is Fal otherwise.

A strategy is called positional if it only depends on the last position of a
play, i.e. it can be described as a choice function from positions to available
moves. Since the evaluation game is a parity game, and parity games have
positional determinacy [7,28], we have:

Proposition 2.3 The evaluation game of any formula in a model is determi-
nate, and the winning player at any given position has a positional winning
strategy.

As expected the operational semantics agrees with the denotational one:

Proposition 2.4 Given a pointed Kripke model (M, w) and a formula p, we
have M,w Ik p if and only if the position (w,p) is winning for Ver in the
evaluation game.

3 Infinite proofs

In this section we define an infinite sequent-style proof system Inf for the hy-
brid p-calculus. This proof system will be used as a tool to prove completeness
of the finite circular proof system that will be introduced in Section 5.1. The
infinite system presented here is essentially dual to an infinite tableau system
for the hybrid p-calculus. An important difference from the tableaux developed
by Sattler and Vardi in [20] is that the system is cut-free, which is required
since the finitary circular system we shall present later will also be cut-free.
Sattler and Vardi’s automata-theoretic approach relies on “guessing” all the
relevant information about some nominals at the start of the tableau construc-
tion. In the dual setting of sequent calculi this amounts to starting the proof
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construction with a series of cuts.

3.1 The system Inf

We will work with a sequent style proof system, where a sequent is a finite
set of formulas interpreted as an implicit disjunction. It will be convenient to
require that every formula in a sequent starts with some satisfaction operator,
so each sequent has the form:

i1:@17"'7in:80n

This means that our proof system will only prove formulas of this shape. How-
ever, this is not a serious restriction: given a formula ¢ that is not in the
required format, we can always replace it with the formula i: ¢ where i is some
arbitrarily chosen, fresh nominal not appearing in . Clearly i: ¢ is then se-
mantically valid if and only if ¢ is, and we may regard any proof of i: ¢ as a
proof of .

The system has two axioms, which are the law of exluded middle and an
identity axiom:

iip,i:—p i~

Here, p is a nominal or a propositional variable. Rules of inference are given
in Figure 1. We remark that, in the modal rule Mod, the nominal j must be
fresh, i.e. it cannot appear in any formula in the conclusion of the rule.

Tiitpo A izp Tiitp A, iy A CiicpVaip, i v

LicpAy LoV
L,imnz.g(z),i:¢(nr.¢(r)) -
Ti:nz.g(z)

T,itg,jio,i ] LLi(j:p),jre Lig)j#i
E —— Gl —_—

Digig) 0 Tilg) o0 T Tigg Om

Ii:Op,i: O, jip,j: U LWeak
T,i:0p 00 Mod ruw

Fig. 1. Rules of Inf

In an application of the modal rule as shown in Figure 1, we refer to i: Oy as
the principal formula. The expression i: OW is short-hand for {i: Oy | € U},
and likewise j: ¥ abbreviates {j:1 | ¢ € ¥}. The intuition behind the modal
rule is that, if the formulas Op, $aby, ..., Othy, are all false at a point named i,
then this must be witnessed by some point that we can give an arbitrary name
J, and at which all the formulas ¢, 91, ..., 1%, are false. In an application of the
rule Eq as shown in the figure, the formula i: ¢ is called the principal formula
and i # j the side formula. In all other cases where a notion of principal formula
makes sense, it should be clear from the form of the rules what the principal
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formula is. Note that we do allow that the premises and conclusion of a rule
application are all the same sequent.

Definition 4 A rule application is said to be repeating if all premises are equal
to the conclusion.

Definition 5 A Inf-proof, or proof-tree, is a ranked labelled tree where the
label of a node specifies the sequent appearing at the node, the rule application
of which the node is the conclusion (if any), and the principal formula (if any),
and such that the labels of children of a node are the premises of the specified
rule application.

We shall often abuse terminology slightly by referring to the sequent appearing
at a node in a proof as the label of the node. To distinguish wvalid proofs from
invalid ones, we need a notion of trace.

Definition 6 A partial trace t (of length k < w) on a branch § of an Inf-proof

IT is a sequence (uj,ij:1;)j<k such that for each j, uj is a node on  whose

label contains i;:1);, w41 1s the unique successor of u; in B whenever j+1 < k,

and one of the following conditions holds if j +1 < k:

(i) ij:¢; =ij41:0j41. We sometimes refer to such parts of traces as “silent
steps™.

(ii) ij:9; =1i;:(01V0s) is the principal formula in an application of the V-rule,
and ij+1 ijJrl S {I] 201, ij 92)}

(ili) ij:1; =i;:(61A0O2) is the principal formula in an application of the A-rule,
and ij41:Yj41 =i5:01 orijy1:0541 = i;j:02 depending on whether uj 1 is
the left or right premise of the rule.

(iv) ij:; =1i;:1:0 is the principal formula in an application of the Glob-rule,
and ij+1 ijJrl = i’:0.

(v) ij:9; is the principal formula in an application of the Eq-rule with side
formula i; %V, and ij11:941 =i 1.

(vi) ij:¢; =ij:nx.0(x) is the principal formula in an application of the n-rule,
and ij41:941 = ij:0(nx.0(x)). In this case we say that an unfolding of
variable x occurs on the trace t at the index j.

(vil) w; is the conclusion of an application of the Mod-rule labelled T',i:00),i:
OV, the premise is labelled I',j:0,j: W,i:00,i: OV, i;:4; =i:00, and
ij+1 21/}3‘_;'_1 = _je

(viii) u; is the conclusion of an application of the Mod-rule labelled T',i: 00, i:
OW, the premise is labelled T',j:6,j:W,i:00,i: OV, and for some ¢ € W,
ij wj == I<>’(/} and ijJrl :’(/)jJrl :J’(/)

A trace is said to be infinite if it is of length w. We say that the infinite trace

t is trivial if for some j < w, ij:¢; =iy ¥y, for all j <m <w. A non-trivial

infinite trace is said to be good if the highest ranking fizpoint variable that is

unfolded infinitely many times on t is a v-variable.
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Note that traces move along branches in the direction from conclusions to
premises, i.e. traces travel away from the root, and not the other way around.
Note also that we do not require traces to start at the root, but adding this
constraint would make no substantial difference since every formula appearing
in a sequent somewhere in a proof can be connected to a trace starting at the
root.

Definition 7 An Inf-proof is said to be valid if every infinite branch contains
a good trace, and every leaf is labelled by an axiom.

In order to produce finite circular proofs later on it will be important to
carefully apply the weakening rule to discard formulas that are no longer needed
and so maintain an upper bound on the size of sequents. The following termi-
nology will play an important role in this regard.

Definition 8 Given an Inf-proof 11 for some formula r: p, a nominal j ap-
pearing in I1 is said to be original if it appears in r:p. A formula appearing in
I is said to be a ground formula if it is of the form j:v where j is an original
nominal.

Definition 9 An Inf-proofis said to be frugal if at most finitely many sequents
appear in the proof.

3.2 Derived rules

We shall allow the use of derived rules in proof constructions, as abbreviations
of their derivations. These derived rules will be used to formulate a proof search
game, which is the main technical tool needed for our completeness proof for
Inf, and are based on two ideas:

e For all rules except Weak we define what we will call its narrow counterpart,
which is a derived rule of Inf. These rules will be used to automatically
discard formulas that will no longer be needed (using Weak), but keep those
formulas that might be needed later in the proof construction.

¢ Two additional derived rules that we call the deterministic rule and the
ground rule will be used to isolate the “essential” choices for the player that
tries to construct a proof. These choices will be restricted to two types:

(i) Applications of the Mod-rule to introduce new nominals.

(ii) Repeating applications of other rules, which only serve to introduce traces.

Narrow rules We define the narrow rule versions as follows. For the A- and
V-rules, the n-rules, the Com-rule, the Glob-rule and the Eq-rule, if the principal
formula is a ground formula, then the narrow version of the rule is the same
as the standard one. Otherwise, it is defined as follows: we first apply the
standard version of the rule, and immediately after we apply the weakening
rule to all premises in order to remove the principal formula. For example, if i
is a non-original nominal then an instance of the narrow A-rule is:

Lize i
Li:(p Ad)
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corresponding to the derivation:

Weak Ti:p iy Weak
e Lyi:(pAW),i:p Lyi:(eA),ip /\ea
Liz(e Ay

The narrow version of the rule Mod is a bit different from the others: if
the principal formula i: Oy is a ground formula then the rule is the same as
Mod. Otherwise, an instance of the narrow rule consists of an application of
the modal rule immediately followed by an application of the weakening rule in
order to remove all formulas of the form k:6 that appear in the premise, and for
which k is not an original nominal. For example, if i is a non-original nominal
and j is original, then the following is an instance of the narrow Mod-rule:

k:p,k:,j:0
i:0p,i:01,i:p,j:0
If j is non-original then the corresponding instance would be:

k:p,k:
i:0p,i:01,i:p,j:0

Note that what counts as an instance of the narrow rules depends on what
nominals are considered original, which in turn depends on the root formula of
the proof-tree. We therefore emphasize that these rules are not explicitly part
of the proof system Inf, but only serve as tools for the completeness proof.

Next, we define the deterministic rule and the ground rule. To make these
rules precise we need the following:

Convention 2 Throughout the rest of the paper we fizx an arbitrary well-
ordering < over all formulas (which restricts to a well-ordering over the set
of nominals since each nominal is a formula). Furthermore we fix an arbitrary
well-ordering over the set of all instances of rules in Inf. We overload the
notation and denote also this well-ordering by <.

The deterministic rule The deterministic rule is defined as follows: given
a sequent I', if there are no applicable instances of the narrow A-rule, the
narrow V-rule, the narrow Glob or narrow n-rules ezcept repeating ones, then
the deterministic rule does not apply. Otherwise, the deterministic rule applies
uniquely as follows: we pick the <-smallest formula in I which is the principal
formula in an applicable non-repeating instance of one of these rules, we pick
the <-smallest such rule instance for which it is the principal formula, and we
apply that rule.

Note that if we repeatedly apply the deterministic rule starting from some
sequent I' until it no longer applies, then this process must eventually terminate.
The assumption that all formulas are guarded plays an important role here,
without guardedness the process could go on indefinitely via fixpoint unfoldings.
The ground rule The ground rule is designed to deterministically apply the

Eqg-rule and the Com-rule in the same way as the deterministic rule, but also
to ensure that original nominals are given special treatment. It is defined as
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follows: we consider the original nominals appearing in a sequent I'. If possible,
apply the <-smallest applicable rule instance for which one of the following
conditions holds:

(i) it is a non-repeating instance of the narrow Com-rule with principal for-
mula i % j, where both i and j are original nominals, or:

(ii) it is a non-repeating instance of the narrow Eg-rule with principal formula
j ¢ and side formula j % i, where i is a <-minimal original nominal for
which such a rule instance applies.

If there are no such rule instances available then the ground rule does not apply.
Like the deterministic rule, the process of repeatedly applying the ground rule
must eventually terminate.

4 Completeness for Inf
4.1 A game for building Inf-proofs

To prove completeness we shall make use of a proof search game, played between
two players Ver (the proponent) and Fal (the opponent). We fix a root formula
r:p, so that what counts as a narrow rule is defined relative to this root formula
as before, and similarly with the deterministic rule and the ground rule.

Definition 10 An instance of the weakening rule is called terminal if its
premaise 1S an ariom.

Definition 11 The Inf-game is a board game, defined as usual by specify-
ing its positions, player assignments and admissible moves for positions and
winning conditions on full (finite or infinite) plays.

Positions: Game positions are of two types: sequents, which belong to Ver,
and pairs of sequents, which belong to Fal. We sometimes refer to positions
belonging to Ver as “basic positions”.

Mowves for Fal: Given a position belonging to Fal, consisting of a pair of
sequents, the player simply chooses one of the sequents from the pair.

Moves for Ver: Given a position belonging to Ver, consisting of a se-
quent T', if T’ is an axiom then the game ends and Ver is declared the winner.
Otherwise available moves are defined as follows:

e [f the deterministic rule is applicable to T then this is the only move allowed
for Ver.

o If the deterministic rule is not applicable, but the ground rule is applicable,
then this is the only move allowed for Ver.

e [If neither the deterministic rule nor the ground rule are applicable, then
the possible moves of Ver are the narrow modal rule, terminal applications
of the weakening rule, repeating applications of narrow rules or repeating
applications of Weakening.

If 7 is a partial play ending with some sequent I, then we often refer to I' as
the label of w. Note that since we allow repeating applications of Weakening,
Ver never gets stuck. So the only full finite plays are those that end in an
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axiom, and are won by Ver. Thus to finish the construction of the Inf-game
it remains only to decide the winner of an infinite play. Traces on a play of
the Inf-game are defined similarly as traces in proof trees, the only difference
being that a trace on a play m of length k < w is now an object of the form
(s in: ©n)n<k Where each m, is an initial segment of the play w, and for each
n+ 1 < k the initial segment m,41 extends m, with a single move. Given an
infinite play w, Ver is then declared the winner if the play contains a good
trace, and otherwise the winner is Fal.

We now draw some simple consequences of how the Inf-game has been de-
signed.

Proposition 4.1 In any sequent of the form I')i:1¢ appearing in a play of the
Inf-game, ¢ contains no non-original nominals.

Proof. Just observe that all the admissible moves preserve this condition. O
From this proposition a few useful facts follow:

Proposition 4.2 If a play of the Inf-game contains any sequent of the form
)i % j, then j is an original nominal.

Proof. Special case of Proposition 4.1. a

Proposition 4.3 For each nominal i, and each partial play 7 in the Inf-game,
the label of m contains at most k formulas of the form i:1, where k is linear in
the size of the root formula.

Proof. Easy using Proposition 4.1. . a

Proposition 4.4 For any sequent I' appearing in a play of the Inf-game, at
most one non-original nominal appears in .

Proof. The only moves that can introduce new non-original nominals are ap-
plications of the narrow modal rule, and by design each instance of this rule
erases all occurrences of non-original nominals other than the new nominal that
was introduced. a

Like the games for satisfiability checking for the modal p-calculus intro-
duced in [16], the proof search game is determinate:

Proposition 4.5 The Inf-game is determinate, i.e. at every position there is
a player who has a winning strategy.

A crucial part of proving completeness of Inf is to show that the standard
“good trace” condition on valid proofs, in terms of traces going from the root
up along a single branch, is not too strong. At first sight it may seem that
we need to consider a more general condition, allowing traces to jump between
different occurrences of the same nominal. In this subsection we prove a useful
result that deals with this issue.

Definition 12 Let S be a set of plays in the Inf-game. A good trace loop on
S in the Inf-game is a sequence of partial traces (ti....t,) for which there exist
M,y T € S such that:
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e Fach t; is a partial trace on w;,

e Fach t; starts and ends with ground formulas,

e Fach t; 1 starts with the last formula of t;,

e The trace t1 starts with the last formula of t,, and

e At least one variable is unfolded on some trace t; and the highest ranking
such variable is a v-variable.

Note that in the following lemma, our focus is on analyzing winning strate-
gies for Fal in the proof search game, rather than strategies for Ver. The
explanation for this is as follows. As winning strategies for Ver correspond to
proofs, we may think of strategies of Fal as providing refutations. The com-
pleteness proof for Inf will build counter-models from such refutations. Rather
than building the counter-model from an arbitrary refutation of the root for-
mula, we will start by showing that if such a refutation exists, then there is a
refutation of some sequent containing the root formula, with certain properties
that make it ideally suited for constructing a counter-model.

Lemma 4.6 Suppose that Fal has a winning strategy in the Inf-game fori:p.
Then there exists a sequent ® containing i:p and a winning strateqy o for Fal
in the Inf-game with starting position ®, such that the following conditions
hold:

(i) For every sequent appearing in a o-guided play, its ground formulas are
the same as the ground formulas in ®.

(ii) The set of o-guided plays does not contain any good trace loops.

Proof. We first prove the following claim:

Claim 4.7 There exists some sequent ® such that:

e riped,

e Fal has a winning strategy o in the Inf-game at the starting position @,

e For every sequent I' that appears in some o-guided partial play, the ground
formulas appearing in T' are the same as the ground formulas in ®.

PrOOF OF CLAIM Let 7 be the winning strategy assumed to exist for Fal.
First note that the ground formulas appearing in 7-guided partial plays in the
Inf-game are increasing in the sense that, whenever IV appears later than I’
in a partial play, all ground formulas in I" are also in I'. This is because
the only admissible rule application that can remove a ground formula is a
terminal application of the weakening rule, the premise of which is an axiom.
Such applications of weakening never happen in any 7-guided partial play, since
such a play would be a loss for Fal.

We construct a series of 7-guided partial plays mg, 71, 72..., where each 7; is
an initial segment of m;;1. For each i we let G; be the set of ground formulas
appearing on the last position of 7;. We shall maintain the invariant that, for
all proper initial segments 7’ of m;11, the ground formulas appearing in the
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last sequent of 7’ are contained in G;. Let my be the start position of the Inf-
game. Suppose that m; has been constructed. If there is no 7-guided partial
play 7’ extending m; in which the last sequent contains ground formulas not
in G4, then we are done: for all 7-guided partial plays extending this play, the
ground formulas appearing in all sequents must be equal to G;, and 7 provides
a winning strategy for Fal in the Inf-game for the label of 7;. If there is some
7-guided partial play 7’ extending 7; in which the last sequent contains ground
formulas not in G;, then just pick m; 11 to be its smallest initial segment for
which this holds. This procedure must eventually terminate, since otherwise
we get an infinite and strictly increasing sequence of sets of ground formulas
Go C G1 C Gs..., which is impossible since there are only finitely many possible
ground formulas that can appear in any play. <

Now let ® and o be as in the previous claim. Given a o-guided play w, let
1 7 be the set of partial plays 7’ such that 7 -7’ is a o-guided partial play. Our
aim is to find a o-guided play 7 such that 1 7 does not contain any good trace
loops; we can then simply take the label of 7 to the sequent claimed to exist in
the statement of the Proposition, and we obtain the required winning strategy
for Fal by assigning the move o (7 - 7') to a partial play =’

Given a good trace loop (t1,...,t,), let its kind be the set of triples:

{G1ie1, Xi,j1:91)s oo, (in 20y Xy jn 100 }

such that for each m € {1,...,n}, the trace ¢,, begins with i,, : ¢, ends with
Jm : ¥m, and the variables unfolded on t,, are precisely the members of the
set X,,. Since each trace in a good trace loop begins and ends with a ground
formula, and since there are only finitely many ground formulas, there are
finitely many kinds of good trace loops. We shall show how to find a o-guided
play 7 such that T m does not contain any good trace loops of a given kind. By
simply repeating the argument, we can then kill off all the kinds of good trace
loop one by one.

So let the kind K be {(i() L0, X(),_j(] 2’(/J())7 ceey (in,1 tPn—1, anl,jnfl Z¢n,1)}.
We construct a sequence of partial plays 7o, 71, 7s..., where each 7; is an initial
segment of m; 1, as follows. If the set of all o-guided plays does not contain
any good trace loops of kind K, we are done. Otherwise, let my be some play
on which the part (ig: o, Xo,jo:%0) appears, which must exist. Note that we
have a partial trace ty on my leading from ig: g to jo:%o on which exactly the
variables Xy were unfolded; since the first formula is a ground formula, and
these are the same in all positions in all o-guided plays, we can simply “pad”
the partial trace with silent steps repeating the same formula to extend it to
a trace on the whole play my. Now we repeat the procedure: if 1 w9 does not
contain any good trace loop, then we are done. Otherwise, we can extend
in the same way to a partial play 7 containing a trace t; appearing after m,
such that t; starts with i; : @1, ends with j; : 1)1 and the variables unfolded
are precisely X;. Then since tg and ¢; end and start respectively with the
same ground formula, and ground formulas stay the same, they can be linked
together by “padding with silent steps” repeating this formula to form a trace
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on 7. It is not hard to see that, if this procedure never terminates, then we
end up building an infinite o-guided play containing a good trace, which is a
contradiction since o was a winning strategy. So the procedure terminates with
some 7,,, and the proof is finished. a

Note that, since the set of finite partial plays in the Inf-game is a count-
able set (being a set of finite sequences over a countable set), we can define
a surjective mapping F' from the set of nominals to the set of finite o-guided
partial plays, such that F'~![x] is infinite for each finite partial play w. We
leave the little set theoretic exercise of proving this to the reader. Throughout
the rest of this section we fix such a map F'. Informally, we think of F'(i) as a
tag attached to the nominal i to remember where it was introduced.

Definition 13 We say that a full or partial play © of the Inf-game is clean
if, for every initial segment ©' of the play ending with the conclusion of an
application of the (narrow) modal rule introducing a new nominal j, we have
F(j)=n".

When proving completeness of Inf we shall construct a counter-model to the
root formula from a winning strategy for Fal, and it will then be convenient to
restrict attention to clean plays. We are now ready for the main result about
the system Inf.

Theorem 1 Let p be any formula. The following are equivalent: (a) p is valid,
(b) Ver has a winning strategy in the Inf-game for r:p, where r is some fresh
nominal, (¢) p has a valid and frugal Inf-proof, (d) p has a valid Inf-proof.

Proof. We sketch the proof of the implication (a) = (b), which is the most
difficult part of the proof. We prove this by contraposition: suppose there is
a winning strategy for Fal in the Inf-game for r:p. Let ® be a set of ground
formulas containing r: p and let o be a winning strategy for Fal in the Inf-game
for premise ® such that the ground formulas stay the same in every o-guided
play, and the set of o-guided plays contains no good trace loops. Such ® and
o exist by Lemma 4.6. We shall construct a countermodel to (the disjunction
of) ®, which gives a countermodel to p since r:p € ®.

We construct the model M = (W, R, A, V) using the strategy ¢ as follows.
Let NV be the set of nominals i such that i appears in some position in some
clean o-guided play 7, and let = be the smallest equivalence relation over N
containing all pairs (i,]j) for which i % j appears in some position in some clean
o-guided play .

Claim 4.8 For each i, the equivalence class [i] modulo = is either a singleton
or contains at least one of the nominals in .

Motivated by this claim, we call a nominal representative if its equivalence
class is a singleton, or it is the <-smallest original nominal belonging to its
equivalence class. We let W be the set of representative members of V. We set
iRj iff there is some j’ = j and a clean o-guided play in which j’ is introduced
by an application of the modal rule to the nominal i. Set A(i) to be the
representative of [i]. Finally, for a representative i set i € V(p) iff i: —p appears
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on some clean o-guided play. We shall show that M is a counter-model to the
sequent ®. The key claims used to prove this are the following:

Claim 4.9 Suppose that i = j and that j is an original nominal. Then for any
basic position u appearing in a clean o-guided play, and any 6, if i:60 belongs
to u then so does j:0.

Claim 4.10 Suppose that t is some partial trace on a clean partial o-guided
play 7, such that the last element of the trace t is of the form (m,k’:1) where
A(K') = k. If ¢ is of the form O or <6, then there is a clean o-guided play v
extending m and a partial trace on v of the form (m, k' :¢) - w - (v, k:), which
contains no fixpoint unfoldings.

We now proceed to show that the sequent ® is not valid in M. Pick any
formula i: o € ®. We shall construct a winning strategy ¢’ for Fal in the
evaluation game in M at the starting position (A(i),¢). Inductively, as an
invariant we associate with each partial o’-guided partial play of «’ of the
form:

(1:%1) P+ (ns¥n)

a sequence of non-empty partial traces (t1, ..., t,) such that each of these traces
t;. belongs to some clean o-guided partial play 7, and such that the following
conditions hold:

I1: The last element of each trace t;, is of the form (7, ji, : 1) where A(j},) = ji.
Furthermore, if ¢y, is of the form 06 or <6, then jj = ji.

I2: For each k < n, if the last element of £, is (mg,j; : ©¥x) then the first
element of 41 is of the form (mpy1,jy : ¥x). Furthermore, if ji is not an
original nominal then 7 = 7p1.

I3: For k < n, a fixpoint unfolding occurs on the trace ¢ iff the same fixpoint
is unfolded on (ji, ¥r) * (k+1, Yr+1)-

Suppose we are given a clean o’-guided partial play ' of the form (ji, 1) -
P - (jn,¥n), and that the associated sequence of partial traces (¢i,...,t,) has
been constructed. Then we can show that, if the last position on 7’ belongs
to Fal, then we can define a move for which the invariant (I1) — (I3) can be
maintained, and if the last position belongs to Ver then the invariant can be
maintained for any possible move. This is proved by a case distinction as to
the shape of the last position, and uses the claims 4.9, and 4.10. The details of
the argument are omitted here.

To finish the proof of (a) = (b), we have given a strategy o’ to Fal in
the evaluation game such that the invariant (I1) — (I3) is maintained. The
strategy o’ ensures that Fal never gets stuck, and any lost infinite o/-guided
play produces either an infinite clean o-guided shadow-play in the Inf-game
containing a good infinite trace, or a good trace loop on the set of all clean
o-guided plays. In either case we get a contradiction, so ¢’ is winning for Fal
and therefore we have found a falsifying model for p. a
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5 Finite proofs with names
5.1 The system Saf

In this section we introduce the finitary proof system Saf, which is an an-
notated circular proof system in Stirling’s style [23]. We will borrow a more
streamlined version of the rules for manipulating annotations from Afshari and
Leigh [2]. For each fixpoint variable = we assume that we have a countably
infinite supply Xg, X1, X2... of names for that variable. We assume that we have
a fixed enumeration of the set of variable names for each variable x, so that we
can speak of the n-th variable name for . The system will be defined taking a
strict linear order < over fixpoint variables as a parameter, and in the presen-
tation we assume such an order as given. Given < we write x < y for names x,y
of variables x,y respectively if x < y. Given a word a over the set of variable
names and a variable z, we write a < x if there is no variable y > x for which
a contains a name of y. Given two words a, b over the set of variable names we
write a C b to say that b contains a as a subsequence. For example xy C xzy.
We write aMb for the longest word c such that ¢ C a and ¢ C b (provided that
a longest word with this property exists, otherwise a M b is undefined).

Definition 14 Annotated sequents will be structures of the form:

s b RPN - P4
akFiri)t, i,

where a, by, ...,b, are non-repeating words over the set of variable names (i.e.
no variable name appears twice in any of these words), each b; is non-decreasing
with respect to the order <, and b; C a for each i € {1,...,n}. The tuple a is
called the control of the sequent.

A formula p will be said to be provable in the system if the sequent ¢ F r:p is
provable, where the order < on variable names is some arbitrary linearization
of <,, € is the empty word, and r is a fresh nominal. We will allow suppressing
occurrences of the empty word in our notation, including the control, so that
for example the sequent € - r:p” can be written simply as r:p.

Definition 15 A sequent in the sense of the system Inf will be called a plain
sequent. Given an annotated sequent I’ = a k- iy :<pt1’1, ceeyin 1P | the underlying
plain sequent I is the plain sequent iy :p1,...,15:¢0n.

The system has two axioms, which are the law of exluded middle and an
identity axiom, which now have the form:
ebip L iip ehini

Here, p is a nominal or a propositional variable. Rules of inference are given
in Figure 2. Note that I', @ here denote sets of annotated formulas rather than
plain formulas. The rules are subject to the following constraints:

Mod: The nominal j must be fresh.
ne: b <.

Rec(x): b <z, and x is a fresh variable name for x.
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Exp: aC a’, b; C b} and b, Ma C b, for each i 2.

Reset(x): The variable  does not appear in any formula in T".

aFT,iip AP izgP akFT iz AP iyP A

akFT,itpAyP
al_r,iZgOV1/)b,i:g0b,i21/)b v a}_FJZQZ)b,jZd)b,i?#jc
HES b
akFTitpVy a}_F,J‘5¢b7i¢jc
e b ;. HPON B . . .
aFF,I.Dw-,I.i\I}.,J.(p,J.\P Mod abFT,igjb,jziP Com
abTIi:Op®i: 00 al—F,iaéjb
. b . b . . .
a"R'-Ux-ﬁﬁ(’f) 7'-¢(77’f-¢($)) e abT,i:(j:p)P,ji® Clob
akTiinz.g(x) al-T,i:(j:p)P

ax F T, itva.po(z)?, i p(vr.o(z))™ Rec(x) _abTr Weak
aF T ivz.p(x)® akFT'uUw
N S bn
akT,i; :So?x7 ey :Solr)zx akip: 90117 ceeey Iy .(,On, EXp

Reset(x)

Y .
. . re ok LA
ab T,ip: et i s pbocn a ki) inon

Fig. 2. Rules of Saf

A Saf-proof is a labelled tree where the labels specify a sequent assigned to
a node and the last rule application (for non-leaf nodes), and such that the chil-
dren of a node are labelled with the premises of the specified rule application.
Although valid proofs will always be finite it will be useful to consider infinite
Saf-proofs as well. We say that the variable name x is reset in an instance of
the rule Reset(x).

Definition 16 A Saf-proof will be considered valid if it is a finite proof-tree,
and there is a map [ from non-axiom leaves to non-leaves, such that:

2 Note that b/ Ma is well-defined here: since b} C a’ and a C a’, and since a’ is non-repeating,
any two variable names occurring in both b/ and a must appear only once and in the same
order in both words. From this follows that the set of words c such that ¢ C b/ and c C a is
a C-directed finite set, so it contains a C-maximal word.
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e f(1) is an ancestor of I, and has the same label.

e There is a variable name x that is contained in the control of every node in
the path from f(l) to l, and is reset at least once on this path.

A map [ from non-axiom leaves to non-leaves satisfying the first of these condi-
tions is called a back-edge map, and is good if it satisfies the second condition
as well. So a finite proof-tree is a valid proof iff it has a good back-edge map.

We can now state the main result of the paper.

Theorem 2 (Completeness of Saf) A formulai:p has a valid Saf-proof if
and only if it is semantically valid.

Proof. We only sketch the proof here. For the soundness part, it is a fairly
simple exercize to “unfold” a valid Saf-proof to an infinite proof-tree in which
every infinite branch has a good trace. By forgetting the annotations we can
view this as a valid Inf-proof, and soundness thus follows from Theorem 1.
For the completeness proof, we reason as follows: first, any valid formula i: ¢
has a valid and frugal Inf-proof IT by Theorem 1. We need to add annotations
to the sequents in this proof, possibly inserting some rules of Saf for updating
annotations, in such a way that we produce an infinite Saf-proof for the same
conclusion which is still frugal, i.e. contains only finitely many annotated
sequents, and satisfies the constraint that on every infinite branch there is
some variable name that is reset infinitely many times. The construction of this
infinite Saf-proof essentially uses annotations to mimick the Safra construction
for automata on infinite words, and follows the same reasoning as in [12]. Since
the class of proof trees satisfying these criteria is definable in monadic second-
order logic, we may apply Rabin’s Basis Theorem [18] to find a regular infinite
Saf-proof for the same conclusion, in which every infinite branch has a variable
name that is reset infinitely often. Finally, we note that any such regular proof
can be “folded back” into a finite proof-tree with a back-edge map that yields
a valid finite Saf-proof. a

Example 1 We show a valid Saf-proof of the formula i:(O=iVvz.Ox), which
is equivalent to:

i (O = va.x)
The “t7 labels show how the back-edge map connects the leaf to an ancestor.

xo Fi:0-i, i:Ovx. Oz 1

Reset(x
(x0) xox1 F i:0i0, i: Ove. Opon
Rec(x1) + Weak . —
Xo Fi:00, irvx.ox
Eq + Weak - —
xo Fi:0=0, j&i, j:ve.Ox®
Mod + Weak - — x
Rec(xo) + Weak xg Fi:0-i0, i:Ovx.Ox™
X - —
0 i:0Ai0, i:ve.Cx
V + Weak

i: (00 Vve.x)
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6 Concluding remarks

We conclude with some directions for future work. First of all, with the Stirling-
style proof system in place for the hybrid u-calculus, we should be able to
prove cut-free completeness of a sequent system for the hybrid p-calculus by
following the same method of translation between proof systems as in [2]. The
proof should not involve any substantial novelties, although the details remain
to be checked.

We hope that the methods developed here can be extended to other ex-
tended p-calculi, like guarded fixpoint logic. A first task in this direction is to
consider converse modalities, and obtain a Stirling-style circular system for the
hybrid p-calculus including converse modalities. In Vardi’s automata-theoretic
decision procedure for the two-way p-calculus, the key component is a finite
data structure for encoding generalized traces that can go upwards or down-
wards along branches in a tableau. This extra component is then removed
through a projection operation on automata recognizing valid tableaux. It
would be interesting to investigate this construction from a proof-theoretic
perspective.
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